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Introduction

Vyvyan Evans and Stéphanie Pourcel

Since the publication of the seminal Metaphors We Live By, in 1980, cognitive linguistics
has emerged as one of the most innovative and exciting paradigms in the interdisciplinary
project known as cognitive science (see Evans and Green 2006 for a comprehensive over-
view of cognitive linguistics). In nearly three decades, the field has established itself at the
forefront of work on grammar, linguistic semantics and aspects of conceptual structure
and mental representation, to name but a few exemplars. The field also represents one of
the fastest growing schools in linguistics and today boasts a sophisticated and well-estab-
lished international infrastructure. In addition to a series of large-scale biennial confer-
ences, organised under the auspices of the International Cognitive Linguistics Association
(ICLA), cognitive linguistics features a significant number of national cognitive linguistics
associations, affiliated to ICLA.

One symptom of the success of cognitive linguistics has been its institutionalisation,
with a plethora of conferences and associations developed to enshrine its assumptions,
methodologies and main theoretical paradigms. Another is the by now voluminous lit-
erature, including a detailed and sophisticated body of work in the main theoretical para-
digms which populate cognitive linguistics, as well as a range of textbooks (e.g. Croft and
Cruse 2004; Evans and Green 2006; Lee 2001; Ungerer and Schmid 2006), works of refer-
ence (Geeraerts and Cuyckens 2007; Evans et al. 2007), and so on, with a wide-ranging
and complex technical vocabulary (see Evans 2007 for an overview).

New directions

The key objective of this New Directions’ volume is to further contribute to this rich body of
literature by firstly, taking stock of what cognitive linguistics, as an enterprise, has achieved,
and secondly, by examining new avenues of investigation and exploration, new methods,
new analytical means, and new ideas. The volume provides a venue for the survey of both
the state of the art and new directions in cognitive linguistics. In particular, the volume
surveys recent empirical and methodological trends, as well as applications of cognitive
linguistics to a range of issues in neighbouring and cognate disciplines, such as psychology,
sociology, anthropology, education, applied linguistics, literary studies, and more.

The papers in this volume collectively review a range of established phenomena and
theories in cognitive linguistics, including approaches to figurative language, lexicalisation
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patterns, meaning construction, cross-linguistic variation, grammar, and the relationship
between language, conceptual structure and experience. The volume also examines and
charts new directions in these areas. In addition, the volume showcases a representative
selection of both the state of the art and the new in terms of methodological and empirical
approaches deploved in cognitive linguistics. A further contribution made in the volume
is the exploration of new areas of research, for example, cognitive sociolinguistics, and
the evolutionary basis of language, as well as the exploration and presentation of recent
trends in the application of cognitive linguistics to the analysis of text, narrative, discourse,
dream, and film, as represented, in particular, in the final section of the book.

In essence, this volume is a testament to the wide-ranging research profile that the
cognitive linguistics enterprise has developed since its inception, as well as to recent in-
novations. It offers both a representative sample of current practice and areas of enquiry
in cognitive linguistics, as well as new trends, which seek to explore previously uncharted
realms of investigation, both within the field and beyond its traditional boundaries.

An overview of the volume

The volume is divided into five sections. The first four treat traditional areas of investiga-
tion and theory in cognitive linguistics: Approaches to semantics, Approaches to metaphor
and blending, Approaches to grammar, and Language, embodiment and cognition. The fifth
section deals with Extensions and applications of cognitive linguistics. Below we preview
each of the sections and the chapters contained.

I.  Approaches to semantics: Theory and method

This section of the book addresses theoretical, methodological and empirical issues in co-
gnitive semantics. The first chapter, by Peter Harder, Meaning as input: The instructional
perspective, is primarily concerned with the risk of ‘usage fundamentalism’ in cognitive
linguistics. This concerns the assumption that only actual utterances in fact exist. Accord-
ing to Harder, this position stands in opposition to the classical error of situating the truth
about language at the level of abstract ideal objects. In particular, Harder is concerned
as to the way in which the term ‘meaning’ is being deployed in recent work in cognitive
linguistics {(cf. e.g. Croft 2000; Evans 2006, this volume), and the dissociation between
‘meaning’ on one hand and ‘mental representation’ (i.e. knowledge of language) on the
other. Harder argues that if meaning continues to be equated with language use (rather
than knowledge of language), and this definition becomes accepted, it is no longer obvious
exactly what constitutes the content side (semantic pole) of a linguistic unit. In order to
remedy this, Harder presents an approach focused on a tripartition of the canonical lan-
guage event into input, processing and output. The idea is that in order to choose a specific
linguistic item competently, one must know what ‘input content’ it can add to the message.
In order to actually succeed in making a contribution, the linguistic item has to be pro-
cessed by the addressee, resulting in an understanding that constitutes the ‘output’ (as an
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actual usage event). Knowing a language, he argues, consists of knowing the input proper-
ties of the forms selected by the language producer — whereas actual outputs can never be
known for certain in advance. Harder outlines the basic features of such an ‘instructional’
perspective illustrating how this may serve a purpose in the current usage-oriented as well
as socially-oriented trend in cognitive linguistics.

The second chapter in section I, by Vyvyan Evans, is entitled Semantic representa-
tion in LCCM Theory. This paper focuses on the nature of semantic representation from
the perspective of the Theory of Lexical Concepts and Cognitive Models, also known as
LCCM Theory (Evans 2006, To appear). LCCM Theory takes its name from the two cen-
tral theoretical constructs adopted in the theory: the lexical concept and the cognitive
model. The lexical concept represents the means adopted in LCCM Theory of modelling
units of semantic structure. In contrast, a cognitive model is a component of conceptual
knowledge, which is to say, non-linguistic knowledge. Hence, the cognitive model models
units of conceptual structure. LCCM Theory assumes that lexical concepts and cognitive
models are types of knowledge belonging to two distinct representational systems, which
have distinct and divergent functions. These are the linguistic system, which encodes se-
mantic structure, and the conceptual system which encodes conceptual structure. Evans
argues that the linguistic system evolved, in part, by facilitating more effective control of
the extant representations in the conceptual system — representations which evolved for
action and perception, i.e. for non-linguistic purposes. In essence, the central argument
of the paper is that the semantic representations in the linguistic and conceptual systems
interact for purposes of linguistically-mediated communication. Together, the lexical con-
cept and the cognitive model form a level of representation that the author refers to as
semantic representation. The paper describes the nature of the lexical concept, the nature
of the cognitive model, and the nature of the interaction between the two.

While the first two chapters were more theoretically-oriented, the final two chapters
in part I are more concerned with method. The first of these, by Stefan Th. Gries and
Dagmar Divjak is entitled: Behavioral profiles: A corpus-based approach to cognitive se-
mantic analysis. One of the areas which has most strongly supported the emergence of
cognitive linguistics as a new research paradigm is that of lexical semantics. Early work, in
particular on prepositions, introduced the notions of prototypes, network representations
and radial categories into linguistics. These innovations of cognitive-linguistic lexical se-
mantic analysis were later used for analysing constructional elements. While this work has
provided a wealth of insights, the approach - in particular the then widely used network
representations of word senses — was criticised for a variety of methodological and con-
ceptual shortcomings. It is probably fair to say that, in spite of a growing recognition of
such shortcomings, cognitive linguistics is still far from having resolved all of its issues.
In response, Gries and Divjak survey a variety of quantitative, corpus-based methods that
can be used to pursue cognitively-inspired lexical semantic analyses. After a brief discus-
sion of the main contributions to the field, Gries and Divjak propose quantitative tech-
niques for addressing some of the long-standing problems in the domains of polysemy
and near synonymy. In so doing, they build on previously unrelated proposals from cor-
pus linguistics in general and corpus-based lexicography in particular. They illustrate their
proposal on the basis of two case studies: the first presents selected results from a study on
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the senses of a highly polysemous English verb run; the second applies their methodology
to nine near synonymous Russian verbs meaning try. The semantic issues investigated in
the case studies include prototype identification, the (degree of) sense distinctness, and
the structure of the hypothesised network.

The fourth and final chapter in section I, by Dylan Glynn, is entitled: Polysemy, syn-
tax, and variation. A usage-based method for cognitive semantics. In this chapter, Glynn
addresses issues in the description of polysemy. He argues that results derived from the
Lexical Network Model (Lakoff 1987; Cuyckens 1995) have been demonstrated to be ad
hoc (Sandra and Rice 1995; Tyler and Evans 2001). He suggests that while the Principled
Polysemy framework (Evans 2005) improves on this model with a more constrained ana-
lytical apparatus, a radically different yet complementary model is, nevertheless, required.
Accordingly, Glynn presents a usage-based quantitative and multifactorial method that
adheres to the theoretical tenets of cognitive linguistics (Langacker 1987; Lakoff 1987) and
draws from existing methodologies in the study of near-synonymy (Geeraerts et al. 1994;
Fischer 2000; and Gries 2003). The method uses feature analysis of different variables and
employs correspondence analysis to reveal feature association. Glynn argues that the re-
sulting clusters of features represent polysemic structure.

In sum, the four papers in this section represent an overview of some of the recent
theoretical controversies in the arena of cognitive approaches to semantics, and new di-
rections, both theoretical and methodological, which attempt to resolve some of these
outstanding issues.

II.  Approaches to metaphor and blending: Theory and method

Section II of the book is concerned with the two phenomena known as metaphor, and
variously conceptual integration or blending. The first two chapters deal with metaphor,
while the second two are concerned with blending. The chapters collectively address both
theoretical and methodological issues, as well as examine these phenomena in new ways
and contexts,

The first chapter, by Mimi Ziwei Huang, is entitled: Solving the riddle of metaphor: A
salience-based model for metaphorical interpretation in a discourse context. The purpose of
this chapter is to examine how metaphor is interpreted in a discourse context. Huang em-
ploys the Graded Salience Hypothesis (Giora 1997) in order to do so. She argues that three
salient factors are decisive in metaphorical interpretation. The first is the graded salient
lexical meaning of a word or an expression, together with its semantic fields and scenar-
ios. The second is the metaphorical mapping process contributed to by the metaphorical
source, target, co-text and context. The third salient factor is the intended metaphorical
meaning in a given context. Huang illustrates these three salient factors by virtue of an
analytical account of a short story taken from The Devil’s Larder (Crace 2002).

The second chapter in this section, by Daniel Casasanto, is entitled: When is a linguis-
tic metaphor a conceptual metaphor? In his chapter, Casasanto is concerned with establish-
ing whether conceptual metaphors have psychological reality. According to Conceptual
Metaphor Theory, metaphors are fundamentally conceptual structures - not linguistic
structures (Lakoff 1993). Yet, the majority of evidence for conceptual metaphors comes



Introduction

from analysis of linguistic metaphors. Casasanto asks whether we can necessarily infer
how people think from the way they taik. This chapter illustrates some dangers of building
a theory of concepts principally upon linguistic data. The chapter briefly reviews experi-
mental work testing our understanding of the abstract domain of time, and then presents
experiments testing the metaphorical basis of similarity. Three experiments tested the re-
lationship between similarity and spatial proximity predicted by Conceptual Metaphor
Theory (Lakoff and Johnson 1980, 1999). In all experiments similarity ratings for pairs of
words or pictures varied as a function of how far apart stimuli appeared on the computer
screen, but the effect of distance on similarity differed depending on the type of judg-
ments participants made. Stimuli presented closer together were rated more similar dur-
ing ‘conceptual’ judgments of abstract entities or unseen object properties, consistent with
predictions based on linguistic metaphors. By contrast, stimuli presented closer together
were rated less similar during ‘perceptual’ judgments of visual appearance, contrary to the
conceptual metaphor SIMILARITY 1S PROXIMITY. Casasanto argues that these results un-
derscore the importance of testing Conceptual Metaphor Theory experimentally, and sug-
gest that linguistic metaphors should be treated as a source of hypotheses about conceptual
structure — hypotheses that require both linguistic and extra-linguistic evaluation.

The third chapter in section II, by Gilles Fauconnier, is entitled: Generalized Inte-
gration Networks, and deals with Blending or conceptual integration. Fauconnier argues
that the systematic study of integration as a cognitive operation made many useful de-
scriptive distinctions possible. So, within the data referred to as "blends”, there are many
different products depending on the types of inputs, the links between them, the choices
for projection, and so forth. Corresponding types of blends have been distinguished, or
rather aligned on a graded continuum, going from simplex blends to mirror blends to
single-scope and double-scope blends, all dividable into further subcategories (Faucon-
nier and Turner 2002). While, according to Fauconnier, the description and classification
of this new data is largely uncontroversial and widely viewed as innovative and useful, a
more significant project is to explore the role of integration and compression in meaning
construction beyond these very visible blends. Accordingly, in his chapter, Fauconnier,
points out some useful generalisations that emerge from the study of integration, along
with some of the pervasive fallacies that stand in the way of making such generalisations.
Through the analysis of attested data, he discusses the notion of “generalized integration
networks” and how they allow the construction of a multiplicity of surface products in
human thought and action.

Like the chapter by Fauconnier, the fourth and final chapter in section II also ad-
dresses blending. The contribution by Barbara Dancygier entitled: Genitives and proper
names in constructional blends, presents a blending analysis of genitives, thereby providing
a theoretical and methodological illustration of the role of blending in language as well
as illustrating the utility of conceptual integration as a theoretical construct. According to
Dancygier, the genitive (’s) form in English has long been seen as semantically puzzling.
It plays a special role as the only case in English which is morphologically marked on
nouns, and displays a very broad array of meanings and uses (Nikiforidou 1991; Taylor
1996; Rosenbach 2002). The recent view of the genitive is that it is a means of establish-
ing a reference point (Langacker 1991; Taylor 1996) for the construct represented by the
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noun being modified. In her chapter, Dancygier describes a somewhat more specific use
of the genitive, which emerges as the specific contribution of the genitive to two syntactic
constructions, both of which can be represented as conceptual integration networks. Dan-
cygier discusses the contribution of the genitive to constructional meaning in terms of two
theoretical constructs: frame metonymy and constructional compositionality. These notions
are illustrated by virtue of an analysis of two constructions. The first Dancygier terms the
GEN-XYZ construction, exemplified by the sentence Too much of the world, Cambodia has
become “Vietnam’s Vietnam.” The second construction which relies on a similar use of the
genitive is One person’s X is another person’s Y, represented in One person’s trash is another
person’s treasure.

III.  Approaches to grammar: Theory and method

Section III of the book is concerned with cognitive linguistic approaches to grammar, as
in previous sections addressing and assessing recent trends and perspectives, both theo-
retically and methodologically, and charting new issues and avenues for exploration. The
section opens with the chapter from Arne Zeschel entitled: Whats (in) a construction?
Complete inheritance vs. full-entry models. Zeschel’s chapter contrasts the two most widely
assumed criteria for constructional status that have been proposed in the Construction
Grammar literature. Departing from a corpus study of a particular ‘schematic idiom’ of
English, the chapter presents both theoretical and empirical arguments for a usage-based
interpretation of the term grammatical construction that accords unit status to linguistic
elements that are sufficiently entrenched. Zeschel argues that the criterion of non-predict-
ability that is often employed in computational approaches is inappropriate for accom-
modating the inherently flexible and creative aspects of human problem solving that are
exhibited by naturally occurring language.

The second chapter in section IIT also takes up the issue of the nature and status of a
construction. In her chapter entitled: Words as Constructions, Ewa Dabrowska explores
the status of words as linguistic units. She argues that the lexical representations of verbs
and other relational predications include schematic specifications of the entities partici-
pating in the relationship as well as salient aspects of the setting and can thus be regarded
as constructions (Langacker 1987, 2005). From this perspective, a unified account is af-
forded of how lexical knowledge is acquired and represented. Moreover, this also facili-
tates understanding how, in the later stages of language development, learners are able to
construct detailed lexical entries for verbs by relying mainly or exclusively on informa-
tion about typical collocational patterns. Her chapter provides further empirical support
for this view by describing two experiments tapping adult speakers’ knowledge about 18
relatively low-frequency verbs designating manner of walking and running (trudge, plod,
scurry, scamper, and so on.)

The third chapter in section III, by Ronald W. Langacker, is entitled: Constructions and
constructional meaning. Langacker outlines a unified approach to a range of language-relat-
ed phenomena involving conceptual structures linked by directional relationships, whereby
one structure is invoked to apprehend another. Among these phenomena are inheritance,
categorisation, composition, derivation, metaphor, and blending. According to Langacker,
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from this perspective, there is no clear distinction between syntagmatic and paradigmatic
relationships, as constructional schemas contribute to a complex expression’s meaning in
the same way that component structures do. A lexeme’s grammatical category is indisso-
ciable from the constructions it appears in, which in turn are part of its characterisation.
Lexical and constructional meaning overlap and are often indistinguishable.

The chapter also addresses, in this context, the issue of whether lexemes develop
meanings appropriate to the constructions they occur in, or whether construction-spe-
cific aspects of meaning remain the province of the constructions themselves.

The final chapter in this section, by Edith Moravcsik, is entitled: Partonomic struc-
tures in syntax. While the preceding three chapters dealt with the nature and status of
constructions and constructional meaning, Moravcsik addresses the related issue of part-
whole organisation in grammatical structure. Her chapter seeks to demonstrate two ways
in which partonomy - whole-part relations — is a useful conceptual tool in formulating
generalisations in syntax. First, she claims that positing phrases and clauses as wholes that
subsume words as their parts simplifies the statement of syntactic rules. However, syntac-
tic wholes may be problematic: they are often complex and evidence for them is frequently
contradictory. According to Moravcsik, in several syntactic frameworks, such complexi-
ties and inconsistencies are resolved by slicing a single structure into layers - a second
application of partonomic analysis. Moravcsik concludes by providing examples of similar
uses of partonomy outside linguistics, which, she suggests, highlight a common cognitive
component of argumentation in linguistics, science, and everyday thinking.

IV. Language, embodiment and cognition: Theory and application

This section of the book addresses an important strand of research in cognitive linguis-
tics, namely the relationship between language, embodiment and cognitive structure and
function. The four chapters in this section of the book address new perspectives on several
aspects of this interface.

The first chapter, by Chris Sinha, entitled: Language as a biocultural niche and social
institution, outlines a biocultural theory of language and its acquisition. In so doing, Chris
Sinha examines the relationship between the emergence of language, culture and action.
Moreover, he situates the emergence of mental grammar in an evolutionary context, view-
ing language as the outcome of the more general development of human semiotic abilities.
From the perspective of the biocultural theory that he develops, the view of grammar that
emerges is, in one sense richer, and in another poorer, than that to which we have become
accustomed from outside cognitive linguistics. It is richer because it incorporates meaning
and context, the twin pillars supporting both language acquisition and language use. It is
poorer because there is no longer a compelling reason to attribute a knowledge equivalent
to the results of formal analysis to the learners and users of language. Hence, there is no
mental grammar isomorphic with autonomous grammar, as in generative linguistics, for
instance. Rather, grammar is in language, as a biocultural niche and social institution.
According to Sinha, the learner need not internalise a formal description of the structure
of language in order to acquire the ability to act in it. Language is not an “input” to a
processor or device, but a structured niche affording complex and semiotically mediated
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communication and cognition. On this view, grammar is a social institution, regulating
linguistic practice, and it is the practical ability to adhere to the constraints and supports
imposed by and related to language that is acquired by the language learner.

The second chapter in section 1V, by Magda Altman, is entitled: Understanding em-
bodiment: Psychophysiological models in traditional medical systems. While the notion
of embodiment has been highly influential in cognitive linguistics and, more generally,
cognitive science, Altman argues that representations of the body in traditional medical
systems are a largely neglected yet invaluable resource for information on pretheoreti-
cal conceptualisations of the body. Accordingly, the chapter analyses several traditional
Chinese psychophysiological models with reference to current work on mimesis, image
schemas, perception, proprioception and the body schema. Altman’s investigation sug-
gests that traditional medical systems may capture the subjective experience of embodi-
ment in a structured and integrated manner complementing other methods of scientific
investigation in helping us understand the nature of embodiment and the kind of ‘body’
that language instantiates.

The third chapter, by Paul Chilton, is entitled: GET and the GRASP schema: A new
approach to conceptual modelling in image schema semantics. Chilton’s starting point is
the observation that get is a verb with a wide range of uses that are not obviously related
to one another. His chapter represents an attempt to make progress toward a unified ac-
count by introducing a novel theoretical framework. This framework relies heavily on spa-
tial concepts formalised in informal geometric terms; crucially, the framework integrates
foregrounding/backgrounding in discourse, temporal viewpoint, modal distance and di-
rectionality (Chilton 2005, 2007). The fundamental principles of the approach are cogni-
tive: it is proposed that the construction meanings associated with gef are a conceptual
category revolving around a prototype whose meaning is embodied in an image schema.

The final chapter in section IV is by Stéphanie Pourcel. This chapter is entitled Mo-
tion scenarios in cognitive processes and addresses the issue of linguistic relativity, an issue
which is becoming of increasing importance in cognitive linguistics. Pourcel tests linguis-
tic relativity (i.e. the effects of language forms on cognition) by examining memory and
inference in the conceptualisation of motion. Most previous work on linguistic relativity
has focused on testing the cognitive functions of categorisation and memory. Few stud-
ies have found any effects and possibly none have explored inferencing. Inferencing is
an extremely promising avenue for investigating the potential influences of language on
cognition, as it relies heavily on other cognitive processes, such as attention and memory.
Accordingly, it potentially offers an insightful index of the relativity of conceptualisation
via these other cognitive modes of processing, and hence constitutes a new direction in
relativistic research. Tests were performed with English and French native speakers to
offer a comparative assessment of the potential relativity of inferencing motion event
information, based on the same objective stimulus. Results present considerable differ-
ences across the two language groups. English native-speaker performance reveals more
manner-salient conceptualisation, while French native-speaker performance reveals more
path-salient conceptualisation. In essence, Pourcel’s chapter offers innovative insights in
terms of new experimental methods for investigating the relativistic influence of language
on non-linguistic cognition.
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V. Extensions and applications of cognitive linguistics

In this section of the book, contributions focus on either extending cognitive linguistics
beyond its tradition purview, as in the first chapter in this section, or in applying cogni-
tive linguistics to text, narrative, film and judicial discourse analysis, as in the remaining
chapters.

The first chapter in this section, by William Croft, is entitled: Toward a social cogni-
tive linguistics. Croft’s premise in his chapter is that in order to be successful, cognitive
linguistics must go ‘outside the head’ and incorporate a social-interactional perspective on
the nature of language. Croft sets himself the task, in this chapter, of doing exactly this. He
does so by attempting to integrate foundational work in pragmatics and sociolinguistics.
In particular, Croft draws on the interpretation of the pragmatic research by the psycho-
linguist Herbert H. Clark, who has argued for a comprehensively and consistently social
cognitive perspective on language (e.g. Clark 1996). He also takes inspiration from the
work of the psychologist Michael Tomasello (e.g. Tomasello 1999, 2003). Once a synthesis
between these traditions has been developed, Croft demonstrates what he takes to be the
fruitfulness of this approach by addressing traditional cognitive linguistic questions, in
particular the nature of construal and its relation to grammar.

The next chapter in the final section, by Ruth Berman and Bracha Nir, is entitled:
Cognitive and linguistic factors in evaluating text quality: Global versus local? This chapter
seeks to shed light on the elusive notion of ‘text quality’ across later language development.
Specifically, Berman and Nir consider text construction abilities in terms of the interplay
between cognition and language in the integration of bottom-up and top-down cognitive
processes and the question of whether and how these relate to local linguistic expression
as compared with global discourse organisation. To this end, the chapter reports on a
study which examined the connection between quantitative and qualitative text measures
applied to essays written by 160 children, adolescents, and adults. The texts were analysed
along two distinct dimensions: (1) local linguistic expression in lexical usage (by such
measures as word length, lexical density, and linguistic register) and syntactic construc-
tions (e.g. clause length, noun phrase complexity, relative clauses) and (2) global discourse
quality - by means of an innovative analytical framework. The results reveal a marked cor-
relation between different measures of lexical usage, on the one hand, and between these
and the use of syntactic constructions, on the other. Yet a dissociation emerged between
measures of local language use and of global text quality. These findings are discussed
as reflecting corresponding but not necessarily interdependent patterns of linguistic and
cognitive development across adolescence and as suggesting caution in equating compli-
cated, high-level linguistic expression with more general text construction abilities.

The next chapter, by Sarah van Vliet, is entitled: Reference points and dominions
in narratives: A discourse level exploration of the reference point model of anaphora. In
this chapter, van Vliet presents a discourse level exploration of Van Hoek’s (1997) refer-
ence point model of anaphora. Within this model, the felicitous use of coreferential full
nominals and pronouns depends on the extent to which a nominal is construed as a
conceptual reference point within the immediate context. Van Vliet’s chapter aims to
demonstrate that this characterisation may also account for the alternate use of proper
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nouns and pronouns in narratives, given a sufficiently detailed account of discourse con-
text. The chapter describes a number of context factors - such as episode structure, ref-
erential distance, point of view and competing referents — which exert their influence on
referential form as part of attention framing throughout discourse.

The fourth chapter in section V, by Johanna Rubba, is entitled: The Dream as blend in
David Lynch’s Mulholland Drive. This chapter applies Conceptual Blending Theory (Fau-
connier and Turner 2002) to David Lynch’s film Mulholland Drive. Rubba’s interpreta-
tion of the film’s plot is that the first two-thirds of its running time correspond to the
protagonist’s dream, an attempt to repair a life that has gone horrifically wrong. According
to Rubba, dreams can be seen as self-contained mini-worlds of conceptual projections
from our experience of waking life. Yet, while the stuff of dreams is taken from our con-
ceptual structure, dreams have their own logic, revising, distorting, and defying reality.
This makes them an interesting object for study within the Conceptual Blending frame-
work. Rubba’s study makes a compelling case for dreams as blends, showing how Blending
Theory also provides tools for other correspondences between dream worlds and waking
worlds. In essence, Rubba’s chapter presents a fascinating case study of the application of
one particularly well-known cognitive linguistic theory to the analysis of the cinema of
David Lynch.

The final chapter in this section is by Esther Pascual. The paper is entitled “I was in
that room!”: Conceptual integration of content and context in a writer’s vs. a prosecutor’s de-
scription of a murder. Pascual’s chapter comprises a case study in the discourse concerning
a murder. Like the previous chapter, Pascual applies Conceptual Blending Theory in con-
ducting her analysis. She proceeds by comparing a writer’s and a prosecutor’s description
of a murder, both involving the integration of the discourse content with the communica-
tive context. Pascual argues that this content-context blend is essential to the meaning and
communicative effect of these discourses. This blend also seems fundamental to inter-sub-
jectivity skills such as empathy, ordinary understanding, and the use of the generic ‘you.
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Meaning as input

The instructional perspective

Peter Harder

1. Introduction

The widespread trend to expand into the social sphere as part of constructing a compre-
hensive usage-based linguistics is one of the most promising developments in current
cognitive linguistics. Bringing together cognitive structures and interactive practices, and
providing an architecture in which actual language use is the foundation, this approach
seems well placed to avoid the traditional sources of error in the linguistic tradition. These
centrally include the practice of looking for timeless, abstract entities as the locus of lin-
guistic reality. In the case of Saussurean structuralism, the essence of language is a socially
shared immanent ‘langue’ that subsumes all varieties under one overarching formula; in
the case of Chomskyan generative grammar, the truth about language resides in the in-
ternal grammar that stands above the vagaries of E-language. Like defunct prescriptive
grammar, both reduce actual usage to the poor country cousin of ‘core’ linguistic facts.
No generally accepted format for tackling the whole process of language use has yet
appeared, however. This article is an attempt to highlight one necessary element in estab-
lishing a complete strategy of usage-oriented realism, namely the role of linguistic items
in starting off, or triggering, processes of understanding - as opposed to their role in
standing for completed instances of utterance understanding. I use the term ‘instructional
semantics’ about the dimension I want to emphasize, although the word ‘instruction’ may
ring overly ‘imperative’: the point is that words can usefully be understood as designed to
prod, or prompt, the addressee to carry out interpretive activities of specifiable kinds. This
angle has been brought up from time to time (cf. vol. 39, a special issue of Acta Linguistica
Hafniensia), but has yet to seriously capture the imagination of linguists. I believe it has
a key role to play in the more dynamic and user-oriented conception of linguistics that is
now emerging. Among cognitive linguists who include this angle, Fauconnier (1985:2)
uses the word ‘instruction’ about the “underspecified” meanings of linguistic items in call-
ing upon the fully specified cognitive representations. At that time Fauconnier rightly
argued that it was necessary to move towards the full cognitive perspective rather than
limit one’s attention to the purely linguistic input; I argue that more than twenty years
later it is time to go back to the specifically linguistic perspective in order to be precise
about its role in the full picture. In doing so I align myself with the position on polysemy
taken by Tyler and Evans (2003:40), who use the word ‘prompts’ about the contribution
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of words to utterance meaning, and with Evans (2006) in distinguishing lexical concepts
from conceptual models.

The motivation for bringing it to attention as part of the new developments in cogni-
tive linguistics is what I see as a risk of ‘usage fundamentalism, i.e. the assumption that
only actualized utterances really exist. This position constitutes the opposite extreme in
relation to the classical error of locating the truth about language at the level of abstract
ideal objects. Even though no one to my knowledge explicitly advocates an uncompro-
mising version of this belief (the position of Thompson (2002) is perhaps the closest you
can get; cf. the discussion in Boye and Harder 2007), I think it makes sense to discuss it
as a risk that is part of the landscape when there is a trend away from abstract entities and
towards concrete situated utterances.

In the context of cognitive linguistics, one question that raises the issue is what is hap-
pening to the term ‘meaning} arguably the most basic notion in language and linguistics.
At present the term is often used in a way that implies that meaning only exists in actual
utterances (cf. e.g. Croft 2000 and Evans 2006). If this usage becomes generally accepted
and combined with the well-established cognitive-linguistic position that meaning is en-
cyclopaedic so that no specifically ‘linguistic’ meaning can be factored out from the whole
set of cognitive and conceptual representations, it is not immediately obvious exactly what
constitutes the content side (semantic pole) of a linguistic sign. Since the description of
language, rather than a description of the entire cognitive universe, is what linguists do,
clarity on this point is essential. Strategically, it would be a mistake to leave the question to
those linguists, including generativists, who provide clear but misguided answers by posit-
ing unwarranted forms of separation between ‘language’ and ‘actual usage’

I would like to highlight an approach focused on a tripartition of the canonical lan-
guage event into input, processing and output. {The point is most easily understood from
a reception perspective, but it also applies to the production perspective: to be successful,
a speaker must encode messages based on what words can do for him/her.) The idea is
that in order to choose a specific linguistic item competently, one must know what ‘input
content’ it can add to the message. In order to actually succeed in making a contribution,
it has to be processed by the addressee, resulting in an understanding that constitutes the
‘output’ (as an actual usage event). Knowing a language, I suggest, essentially consists of
knowing the input properties of the forms you choose — whereas actual outputs can never
be known for certain in advance.

Below I advocate, therefore, that a complete usage-based theory should recognise the
importance of specifying sign content at the stage of ‘input’ properties. Obviously, such
an account cannot stand alone; it needs to be linked up with the other two phases of the
tripartition, i.e. accounts of the type of things that happen to semantic inputs in the course
of processing, as well as accounts of the properties of the ‘output stage, i.e. fully specified
utterance meanings. Below I try to outline the basic features of such an approach and show
how this endeavour may serve a purpose in the current usage-oriented as well as socially
oriented trend in cognitive linguistics.
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2. The basic idea: Sources and current relevance

One of the sources of instructional thinking about meaning is the computational analogy.
‘Utterances as programs’ {Davies and Isard 1972) explores the parallel between under-
standing utterances and compiling programs viewed as structured directions for com-
putational operations. The ‘procedural-declarative” discussion, however, lost momentum
after a while, because in the computational perspective it may be viewed as a matter of no-
tational variants: an effective algorithmic procedure specifies its end state unambiguously,
so you end up in the same place whether you take a procedural or a declarative view. An-
other source is the French linguistic tradition focusing on ‘énonciation’ (cf. Ducrot 1972);
a recent example of how the instructional angle has been developed in that context is in
the theory of ‘polyphony, cf. Nelke et al. (2004). Relevance theory (cf. Sperber and Wil-
son 1986) has also used the idea of meaning as input to the construction of propositions
rather than as coding propositions directly; the Columbia school (cf. e.g. Contini-Morava
et al. 2004) also regards meaning as ‘hints’ rather than fully-fledged messages In cognitive
linguistics, the idea plays an important role in mental space theory, where for instance the
notion of a ‘space builder’ exemplifies the instructional perspective.

In spite of all these converging efforts, actual convergence still remains to be estab-
lished when it comes to the significance of this perspective for understanding the precise
nature of coded meaning, as opposed to utterance meaning. In general, what happens is
that the instructional perspective is lost from view once it has ushered in the central con-
struct. In relevance theory, the key element is the ‘explicature’ that is constructed on the
basis of the input. In mental space theory, the main interest is on the output in the form of
the appropriate mental space configuration. A good (‘effective’) computer program is one
that gets the right output.

But does not exactly the same thing apply to language - that the success criterion
as well as the central fact about language is successful utterance understanding? Yes, but
the perspective of the linguist is by definition not the same as the perspective of the lan-
guage user. Language is designed to be overlooked, as the Danish linguist Hjelmslev said
(1943:6-7), because it is the means rather than the end. Therefore language users are well
advised to treat linguistic expressions as a forgettable step on the way and focus on under-
standing utterances. Linguists, however, cannot do their job if they follow the same advice
and forget about language because actual understanding is more real.

Cognitive linguistics is under a special risk because it is in the position of challenging a
mainstream approach that focuses on language by creating an unwarranted chasm between
language ‘itself” and language use. The basic insight that originally motivated cognitive
linguistics was the realization that you cannot understand language except in the context
of cognition as a whole, and to focus on ‘specifically linguistic’ contributions to cognition
and communication therefore goes against the grain. Invoking a tripartition between input,
process and product, however, is an entirely different enterprise than an artificial isolation
of language from the rest of cognition and communication: if language is designed to be
input to a process whose success criterion is bound up with the output end, it would obvi-
ously make no sense to study the input end in isolation. Precisely because language itself
is not the end, but the means to an end, we need to allow for a perspective that factors
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out - to the extent it is empirically possible — the description of the linguistic input from
the description of that full cognitive-communicative understanding which constitutes the
point of language use.

An example of how such a strategy may promote an integrated understanding is in the
understanding of definiteness. Definiteness as a linguistic content element (the semantic
pole of the definite article) can be understood as an instruction to identify the relevant
discourse entity being referred to (Harder and Kock 1976; Heim 1983). Consider the fol-
lowing example:

After meeting in emergency session on Monday, the UN Security Council unanimously
condemned the test and began negotiations on imposing tougher sanctions against Kim
Jong-il’s reclusive state. (Guardian Weekly, 10 October 2006)

In processing the expression the test, the well informed reader will insert the event of
North Korea testing its first nuclear bomb as the intended referent, and this will be a cru-
cial constituent of the understanding constructed. However, this is clearly not part of the
encoded content of the expression the test. The linguistic expression specifies a category
(‘test’), and assigns definiteness to it, thus instructing the reader to identify a discourse
entity belonging in that category as the intended referent. Unless the reader can do this,
successful utterance understanding cannot come about.

However, even an uninformed reader can get at a perfectly appropriate linguistic un-
derstanding - and diagnose the communication problem accordingly (‘I know what the
phrase the test means, but I don’t know what they're talking about’). The traditional de-
scriptions of definiteness specify conditions that must obtain in order for the result to be
obtained (existence and uniqueness, cf. Russell 1905); in the cognitive context, the role of
‘mental contact’ is central {cf. Langacker 1991:98). Recognizing the status of reference as
an act (cf. Searle 1969) is in harmony with the instructional view, but does not factor out
the specific role of definiteness as the linguistic, conventional ‘request’ for identifying the
referent (cf. Harder and Kock 1976:24).

This is where an instructional description can enable a clear analysis by carving the
tripartite process of engendering meaning-in-use at the joints: in all successful cases of
language use, linguistic items must bring their encoded input to bear on cognitive and
situational elements, triggering a process of understanding that succeeds in integrating all
relevant linguistic and non-linguistic constituents into the utterance understanding that
constitutes the final output.

Definiteness is now widely recognized as a procedural element; but the ‘input’ per-
spective is relevant for all linguistic meanings, including lexical meaning. This may not
be obvious, because lexical meaning is central also in ‘take home’ output meaning. But as
argued in Evans (2006), it is necessary to reassert the distinction between lexical (i.e. lin-
guistic) concepts serving as prompts and cognitive models, precisely because competent
use of lexical words depends on knowing specifically what the word, as opposed to lan-
guage-independent underlying conceptual models, will do for you. A cognitively realistic
account of how utterance meaning arises depends on being able to distinguish between
lexical concepts (capturing what the speaker’s knowledge of words brings to the process)
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and the rest of the interpretive process, including the way words interface with conceptual
knowledge in general.

The most salient difference is perhaps the social dimension of words as opposed to
cognitive networks in the brain: only Humpty Dumpty can confidently expect words to
evoke exactly what he has in mind - the rest of us need to be sure what the conventional
input value of the word is in the context we are using it (cf. also Clark 1998 on ‘communal
lexicons’): the issue of whether a word is appropriate is distinct from the issue of what
cognitive models the speaker has in mind. Successful lexical encoding depends on using
words in ways that will achieve intended communicative eftects, not on the sum total of
available conceptual models.

The three-stage approach applies to lexical meaning in the following way. At the ‘input’
stage, a lexical word functions as an instruction for the addressee to ‘access’ (Langacker’s
term) the whole potential network associated with the word in order to make sense of the
whole utterance. The notion of a whole potential as constituting word meaning has been
put forward in various contexts, cf. Harder and Togeby (1993), Allwood (2003), Evans
(2006); the differences matter less than the shared point that there are major advantages

in making a basic distinction between actual and potential meaning, rather than trying to’

discuss homonymy, polysemy and compositionality based on actual meanings only. One
of them is that the role of contextual modulation of meaning can be discussed more real-
istically if it is assumed that actual meanings are not enumerable in advance, but depend
on what happens to the potential in actual processing situations.

3. Stability and variation

One of the chief obstacles to developing a usage-based linguistics has been the persistent
Platonic heritage according to which the foundation of all knowledge must be sought in
an underlying object hidden from direct inspection, based on which actual instances can
be explained. Cognitive linguistics has not managed entirely to avoid getting caught on
the horns of the dilemma, since it took over and transformed the Chomskyan notion of
inaccessible underlying ‘tacit knowledge, an intellectual debt recognized in Lakoff and
Johnson (1999:472), where Chomsky is said to ‘deserve enormous credit’ for this idea. The
chief constituent of the stable underlying landscape is the network of mappings that link
up cognitive models, including metaphorical links between domains, yielding a backbone
of unconscious but stable conceptual mappings that constitute the essential reality of lan-
guage. In turning away from arbitrary linguistic categories towards categories motivated
by functional and cognitive factors, a natural orientation in the enterprise of cognitive
linguistics had been towards stable motivational features, in the light of which linguistic
features that had been understood in terms of arbitrary structure could fall into place in
an underlying order that had previously been ignored.

As underlined by Croft (2000, 2001), however, the whole landscape of linguistics and
language use is situated in a context of ever-active mechanisms of change, crucially in-
cluding Darwinian mechanisms of selection and propagation. The previous orientation in
functional and cognitive linguistics towards linguistic universals that could be naturally
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associated with universals of a functional and cognitive nature has turned out to lack
solid empirical foundation (cf. also the preface to Engberg-Pedersen et al. 1996). Lin-
guistic categories cannot be assumed to be generalizable beyond the constructional con-
texts in which they occur. What is shared between constructions of different kinds inside
one language, as well as between different languages, is not linguistic categories, but only
the overall landscape with all its variations. As argued in Croft and Poole (2008), valid
generalizations arise only against the background of the whole spectrum of variation, as
constraints on variability rather than as underlying sameness. No forms of preconceived
stability can be assumed to be underlyingly valid for any particular case.

This notion of stability as constraints on variation, I argue, is essential also in under-
standing the nature of linguistic meaning. From the instructional perspective, in using a
particular linguistic sign, a speaker is not invoking a timeless essence but trying to reduce
the spectrum of variation which the addressee’s attempt to understand him/her would
otherwise be subject to. The search for the type of meaning that is associated with a lin-
guistic expression in advance of an actual occasion of use, i.e. at the input stage, should
not be defined as a search for something precise and immutable, but as something that
constrains variation. Here, too, you can only get at the appropriate generalization if you
presuppose variability as the background against which you must operate, rather than try-
ing to get behind it to something timeless and pristine.

Viewing meaning as process input naturally captures this kind of variation-based
relative stability: the addressee’s attempt to understand takes place in the midst of the flux
of ongoing cognitive and social processes, but unless the speaker and addressee manage to
converge to some extent, understanding is not possible. Linguistic meanings, as available
to speakers in advance of a potential utterance, must be understood as means to promote
the convergence. To describe them as such is therefore an essential part of the linguistic
enterprise.

4.  Indeterminacy: The input and the output perspective

It remains to show what the instructional dimension has to offer to the picture. The key
idea is that to be a competent speaker one needs to extract something for future use from
actual usage events. In order to be useful, what one extracts must be constrained in ways
that converge among members of the speech community, and represent a reduction of
complexity to a manageable format.

This constitutes a complementary perspective compared to the approach that locates
meaning solely in actual usage events. The following quotation from Croft and Cruse
(2004) can serve as an illustration of the niche I see for the instructional perspective:

In many approaches to meaning, there is a determinate starting point for the process of
constructing an interpretation, but an indeterminate end point.... The present model of
comprehension has an indeterminate starting point (a purport) and a determinate end
point. (...).
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(...) Each lexical item (word form) is associated with a body of conceptual content that is
here given the name purport ... purport is continually developing: every experience of the
use of a word modifies the word’s purport to some degree. (ibid.: 100)

It is by a series of processes of construal that an essentially non-semantic purport is trans-
formed into fully contextualized meanings... (ibid.: 103)

While there is an interpretation under which I fully agree with what is claimed here, I
think the complete picture of meaning as a property of language cannot be one in which
the content side of a word as part of the speaker’s knowledge of language is viewed as in-
determinate and “essentially non-semantic.

I would like first to address the issue of indeterminacy. Word meaning is indetermi-
nate outside of an actual utterance in the sense that the whole potential may contain alter-
native options that must be resolved, and we cannot know in advance what is in relevant
to a particular utterance (as in the case of bug explored by Swinney 1979). Only when
you have interpreted the word in context do you know precisely ‘what it means’ in that
context. But part of that observation boils down to the truism that you cannot understand
utterance meaning in the absence of an utterance. In that sense, the ‘indeterminacy’ of
the potential that is extracted from utterances for future use is the whole point of having
a human language rather than a pre-determined set of calls, cf. Deacon (1997): meanings
in human languages are symbolic rather than situation-bound. Animal calls have deter-
minate meanings because they can be reliably linked to definable situational circumstanc-
es — while human beings have the unique advantage of being able to draw on a system of
meanings that can be flexibly re-applied in a variable range of situations.

This has consequences also for the question of what constitutes meaning, and what
is “(non)semantic’, cf. the quotation above. It can be regarded as merely a terminological
issue, but to reserve the key term ‘meaning’ for fully contextualized utterance meaning
seems to me unfortunate for understanding the uniqueness of human language in enabling
speakers to draw upon symbolic meaning. The goal of language description is sometimes
said to be to describe everything a learner may need to know in order to use the language
optimally. If the terminology above becomes accepted, however, this target state does not
include knowing what words mean, or having knowledge of semantics - since ‘meaning’
and ‘semantics’ are bound up with concrete utterances that will never recur in exactly the
same particular situations.

The input perspective can offer a useful supplement to the Croft and Cruse trajectory
from vague purport to precise utterance meaning. In order to be a competent speaker, you
have to know what constraints-on-variability the use of a word imposes on addressee un-
derstanding, and this knowledge can usefully be seen as constituting input-stage ‘mean-
ing’ Such constraints do not guarantee a particular reading, and thus they are (necessarily)
indeterminate in relation to the output end; but viewed as input they can be surprisingly
precise. In using e.g. the word ‘computer’ you invoke a fairly specific chunk of semantic
substance and bring it to bear on whatever else you choose to say, and it seems to me that
it would be practical to say that knowing it constitutes knowing the (input-stage) meaning
of the word, even if there is some work to do before you get at the output-stage meaning.

Input ‘meaning’ emerges from the whole range of use, rather than being definable as
invariant essence. Once it has emerged, however, it constitutes something else than merely



22

Peter Harder

the sum total of actual usage events. As pointed out by Tyler and Evans (2003:40), not
all contextually discernible varieties of spatial configurations covered by over need to be
specified as part of what is encoded by that word. Langacker’s term ‘centrality’ (1987:159)
aptly captures what happens on the path of emergence from raw usage to (input) meaning:
certain semantic properties are highlighted at the expense of others, and knowing a word
entails knowing what features you centrally invoke when you use it. Centrality is thus a
good way to allow for gradual and subtle differences. But it would seem desirable to also
operate with more sharply defined differences: there are properties that are invoked and
properties that are not invoked at all by given words. The meaning of the word computer is
distinct from that of grow and that of dirty in ways that centrality alone cannot capture.

To sum up, there is a sense in which it would be absurd to say that input meanings are
indeterminate: even in advance of a particular utterance, competent language users know
what is (centrally) invoked by using a given word, precisely because, as ordinary people
would say, they know the meaning of the word.

Another complementary perspective has to do with the doctrine of the precision of
utterance meaning, which can also be given a different twist. Croft and Cruse (2004:99)
speak of a moment of ‘crystallization’ (analogous to recognizing a familiar face) that takes
place when you understand a piece of language in use. While such experiences are central
to understanding, it seems to me too strong a claim to suggest that they are an invariable
concomitant of language understanding in context. The analogy appears to me most natu-
ral in the context of cases when you identify what is said with something that you have
experienced on a precise previous occasion, and less obvious when you are struggling to
understand something that is new to you (e.g. when someone is returning from a distant
country and tries to make you understand what it was like). A comprehensive usage-based
theory of meaning cannot take the achievement of such precision for granted. Output
meanings, like input meanings, may be more or less vague. At both ends, most of the time
we may expect something more than complete indeterminacy and settle for something
less than blinding illumination.

Another problem for situating precise word meaning at the end stage is that even a
precisely achieved situational understanding cannot be associated unambiguously with a
single word. Croft and Cruse compare two occurrences of the expression ‘raise one’s head,
one with a human subject and one involving a dog, and offer a compelling account of the
differences in situated understanding. Both are said to be “a direct result of the occurrence
of the word raise” (2004:99). However, they are also the result of an act of composition,
whereby the verb is combined with two different subjects - so the construals are bound
up with the subject-verb-object combinations (‘dog-raise-head” and ‘woman-raise-head,
roughly speaking) rather than specifically with the verb raise. More generally, utterance
meanings are the result of the whole act, involving a combination of linguistic meanings as
well as a combination of linguistic and non-linguistic aspects. To associate them directly
with specific linguistic items, rather than via the speaker’s ‘extraction process; is therefore
problematic.

For those reasons, a notion of meaning focused on the input stage appears to me more
promising in specifying what human languages contribute to the whole process of language
use in situated contexts. Processes moving from sprawling input meanings {such as those
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associated with prepositions) to precise contextually determined senses are part of the pic-
ture. But so are language users’ (including learners’) processes of extracting word meanings
from the sprawl of total usage events. Entrenched, conventional patterns and actual usage
events mutually presuppose each other (cf. also Boye and Harder 2007).

5. ‘Usage competence, compositionality, and the cooking analogy

As emphasized, I am not arguing that the input stage should be taken out of the context of
actual language use. It is impossible to postulate semantic properties at the input end with-
out having an answer to the question of what happens on the way to the end stage ~ which
is the only one that we have direct intuitive access to. We know what we understand by an
utterance, but we cannot follow the processes whereby words and context acting in con-
cert get us to that stage. In order to be a cognitively and functionally competent language
user, you have to possess the ‘procedural’ knowledge of how to get from the linguistic
utterance to the relevant utterance understanding, drawing on all forms of context in the
appropriate way.

There obviously needs to be an account of that stage as well. Ultimately a usage-based
notion of processing competence must interface with all context types, including the ‘lan-
guage for special purposes’ dimension; but in all cases the ability to take in linguistic input
and use it to promote understanding is a shared feature. Attempts to be precise about
linguistic-semantic properties viewed as input may be helpful in pursuing that aim. One
way in which the instructional format may be conducive is that it specifies what the ad-
dressee is supposed to do, rather than operate with a purely representational format. The
process leading from input to final understanding is bridged by the operations that have
to be performed - as specified in the structural links encoded in a clausal utterance. Thus,
if clausal structure is understood as a structured set of semantic instructions to be car-
ried out by the addressee, the linguistic-semantic description interfaces directly with the
processing stage.

An illustration of an instructional description of ‘input’ semantics can be given if we
assume a version of the ‘layered” scope hierarchy that is also inherent in Langacker’s the-
ory of the ‘billiard ball model” and grounding predications, and that has been developed
with great sophistication in Dik and Hengeveld-style Functional Grammar (Dik 1997;
Hengeveld 2004) as well as in Role and Reference Grammar (Van Valin 1990). The main
elements of clause meaning include verbs, arguments and grounding elements, organized
in a hierarchy where the ‘billiard ball model; i.e. the structure consisting of the verb and
participants, is at the bottom, inside the scope of tense and, at the top, illocutionary type.
A rough sketch of the semantic structure of the simple clause the test happened would be

declarative (past tense (HAPPEN (definite (TEST))

Rephrased in the instructional format, the coding ‘programme’ that an addressee faces
could be rendered (bottom-up) as
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Identify the relevant test (cf. above) and predicate the event type ‘happen’ about it; under-
stand the resulting predication as applying to the relevant past situation (past tense), and
take it as a fact (declarative).

This format, although it involves bracketed structure, is not specific to linguistic compe-
tencies. It can be used also for cooking recipes (cf. Harder 1996:214):

Serve (sprinkle with lemon (grill (add salt and pepper (slice (salmon)))))

The bottom-up paraphrase is “take a salmon, slice it, add salt and pepper, put the slices on
the grill and sprinkle them with lemon before serving”. There is one more analogy between
linguistic utterances and cooking recipes beyond their status as structured instructions:
at the bottom of the hierarchy we find the more ‘substantial’ elements, while the higher
elements are more obviously ‘procedural’ The general format is that you achieve results
by taking the ‘raw materials’ as it were, subsequently performing procedures on them. In
the case of language, the substantial raw materials are the ‘billiard-ball elements’ the argu-
ments and predicates that are accessed via lexical meanings-cum-cognitive models (in the
mind) or deictic meanings (from the situational context) — and these are then used and
combined in ways specified by the higher-level elements.

In order to be able to handle such structured sets of instructions, addressees must
possess the necessary competencies; and one aspect of those is the input dimension: they
must be able to grasp what is required of them. An interesting property of the instruc-
tional stage is that the structure is fully compositional: the operations must occur in the
specified order. That does not guarantee all properties of the final output - but unless the
input is understood and performed in an adequately determinate way, an acceptable out-
put would be pure fluke.

Croft and Cruse (2004: 105) also invoke the cooking analogy in discussing the issue
of compositionality and ask, rhetorically, “is cookery a compositional art?” Because they
apply the analogy to the output stage, their answer reflects the ‘partial compositionality’
that is generally recognized in cognitive linguistics: although ‘red hats’ may be the inter-
section of the sets of ‘red things’ and ‘hats} not all semantic properties can be expected to
be as well behaved. But if we view compositionality in relation to the instructional stage,
full compositionality is achievable to the extent that the input expressions are indepen-
dent entities. Even recalcitrant cases like ‘fake’ work compositionally at the input stage:
fake Japanese paintings are different from Japanese fake paintings precisely because the op-
eration of turning them into fakes occurs at different points in the encoded instructional
procedure (cf. Harder 2003:94). A human language user must be up to the compositional
logic in order to understand what is going on.

Similarly for cooks: they must be able to factor out the operations they need to per-
form and compose them correctly. Unless they are capable of frying at the right point and
for the right time, or adding the right quantity of salt at the right time, the final product
will suffer — even if at that final ‘output’ stage the results of frying and adding salt are ev-
erywhere and can no longer be factored out from the total product.
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6. Final remarks

I have argued that a comprehensive usage-based account of language needs to be precise
about the semantic contribution of the linguistic code to actual utterance situations.
The reason of principle is that as linguists we are committed to being as precise as we
can about our object of description. A more practical reason is that some properties can
only be captured if we concentrate on the stage of the input to the utterance situation,
rather than the final output. In aiming to be precise about the input, we simultaneously
further a process of exploring usage-based competence, i.e. what it is a human language
user needs to be able to do with a linguistic input (the means) in order to get at the ut-
terance understanding (the end). Reasons for underplaying such a distinction between
the linguistic input and the total process may include fear of backsliding to a view of
language as an autonomous object - but in fact such a distinction is a prerequisite for
understanding the way language is inherently adapted to link up with cognitive and
situational factors. In bringing this point to bear on current trends in exploring the us-
age-based perspective, | have argued that reserving the term ‘meaning’ so that it applies
to actual utterance meanings only would be detrimental to the project of understanding
what exactly language can do for you.
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Semantic representation in LCCM Theory

Vyvyan Evans

1. Introduction

In this paper I am concerned with the approach to semantic representation adopted in the
Theory of Lexical Concepts and Cognitive Models, or LCCM Theory for short.! LCCM Theory
takes its name from the two central theoretical constructs adopted in the theory: the lexical
concept and the cognitive model. A lexical concept is a component of linguistic knowledge,
the semantic pole of a symbolic unit (in Langacker’s e.g. 1987 terms), and encodes a bundle
of different types of linguistic knowledge. Put another way, the lexical concept represents
the means adopted in LCCM Theory of modelling units of semantic structure. In contrast,
a cognitive model is a component of conceptual knowledge, which is to say, non-linguistic
knowledge. Hence, the cognitive model represents the means adopted in LCCM Theory of
modelling units of conceptual structure. LCCM Theory assumes that lexical concepts and
cognitive models are types of semantic representation belonging to two distinct representa-
tional systems, which have distinct and divergent functions. These are the linguistic system,
which encodes semantic structure and the conceptual system which encodes conceptual
structure. Following arguments presented by Barsalou et al. (to appear), I suggest that the
linguistic system evolved, in part, by facilitating more effective control of the extant rep-
resentations in the conceptual system. That is, linguistic representations are specialised for
providing a ‘scaffolding’ to structure conceptual representations, thereby facilitating their
use in communication (cf. Talmy 2000). While the much older - in evolutionary terms -
conceptual system evolved for action and perception, i.e. for non-linguistic purposes, the
emergence of language facilitated the use of conceptual representations in linguistically-
mediated meaning construction, thereby providing modern humans with a significant
evolutionary advantage. With the association of linguistic and conceptual representations,
humans were able to engage in the advanced symbolic behaviours that led to the explosion
of sophisticated ritual practice, material culture, art and science around 50,000 years ago
during the period known as the Upper Palaeolithic (Mithen 1996).

My argument, in a nutshell, is this: the semantic representations in the linguistic and
conceptual systems interact for purposes of linguistically-mediated communication. To-
gether, the lexical concept and the cognitive model form a level of representation that I

1. LCCM Theory represents an attempt to provide a cognitively realistic account of the semantic mecha-
nisms involved in the construction of meaning in language understanding.
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Figure 1. The relationship between the linguistic and conceptual systems
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Figure 2. Semantic representation in LCCM Theory

refer to as semantic representation. My purpose in this paper is to describe the nature of
the lexical concept, the nature of the cognitive model, and the nature of the interaction
between the two.

In order to better illustrate these distinctions, and how they intersect, Figure 1 pro-
vides a diagrammatic representation of the relationship between the linguistic and con-
ceptual systems, as assumed by LCCM Theory. Figure 2 provides an illustration of se-
mantic representation in LCCM Theory. In Figure 1 the dashed line between the lexical
concept in the linguistic system and the cognitive model (represented by the circle) in the
conceptual system represents a path of access relating the two. Figure 2 is the same as Fig-
ure 1 except that it additionally features a dashed elipse encircling the lexical concept (in
the linguistic system) and the cognitive model (in the conceptual system), the two types of
representations which collectively comprise semantic representation.
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2. The distinction between linguistic content and conceptual content

According to Talmy (2000), a central design feature of language is that the concepts ex-
pressed are divided into two subsystems. Talmy characterises this in terms of what he
refers to as the grammatical subsystem and lexical subsystem. These two subsystems serve
to express what we might refer to as the experiential complex — Talmy uses the term: cogni-
tive representation - that a speaker attempts to evoke in the listener by virtue of deploying
language. The range of concepts expressed by the grammatical subsystem is highly re-
stricted cross-linguistically, providing a basic framework for the structuring of the expe-
riential complex that language users seek to evoke in their interlocutors. Put another way,
the lexical concepts associated with the grammatical subsystem have schematic content,
providing a structuring function. Thus, lexical concepts of this sort provide a ‘scaffolding’
so to speak, across which the rich content associated with lexical concepts of the lexical
subsystem can be draped. In contradistinction to this, the lexical concepts associated with
the so-called lexical subsystem provide rich content, giving rise to the details (rather than
structural aspects) of the cognitive representation.

An important aspect of Talmy’s work is the claim that the distinction between rich
versus schematic content corresponds to a bifurcation between form types: open-class
versus closed-class forms. Closed-class forms are so-called because it is considered more
difficult to add members to this set. This set of lexical items includes the so-called ‘gram-
matical’ or ‘function’ words such as conjunctions, determiners, pronouns, prepositions,
and so on. In contrast, open-class forms include words belonging to the lexical classes:
noun, verb, adjective and adverb.

While the concepts expressed by closed-class forms encode schematic content, they
are nevertheless essential for the expression of the cognitive representation. To make this
point clear, consider the following semantic analysis of the range of open- and closed-class
elements which comprise the utterance in (1):

(1) A waiter served the customers

The forms in bold: a, -ed, the and -s are associated with the grammatical subsystem. Their
semantic contribution relates to whether the participants (waiter/customers) in the expe-
riential complex evoked by (1) can be easily identified by the hearer (the use of the indefi-
nite article a versus the definite article the), that the event took place before now (the use
of the past tense marker -ed), and how many participants were involved (the absence or
presence of the plural marker -s).

In contrast, the forms in italics: waiter, serve and customer are associated with the
lexical subsystem. That is, their semantic contribution relates to the nature of partici-
pants involved in the experiential complex, and the relationship holding between them.
In other words, while the closed-class forms encode content relating to structural aspects
of the experiential complex evoked, the open-class forms are associated with detailed
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information concerning the nature of the participants, scenes involving the participants,
and the states and relationships that hold.?

I argue that the distinction in content evoked by language, and pointed to by Talmy,
relates to a distinction in content associated with the linguistic system (and lexical con-
cepts) on the one hand and the conceptual system (and cognitive models) on the other.
The two distinct types of content implicated I refer to as linguistic content and concep-
tual content.

Dealing with the latter first, conceptual content relates to the rich content evoked by
open-class forms. Information of this kind is primarily perceptual in nature. By ‘percep-
tual’ I have in mind information that derives from 1) sensory-motor systems—those sensory
systems that recruit information relating to the external environment and the human indi-
viduals’ interaction with the environment - as well as ii) proprioception - the systems that
recruit information relating to the motor aspects of the body’s own functioning - and iii)
subjective experience — which includes experiences ranging from emotions, temporal and
other cognitive states, to the visceral sense, all discussed in more detail later. Accordingly,
I am following Barsalou (1999) in defining perceptual experience more broadly than has
traditionally been the case.

Conceptual content provides records of perceptual states, in the sense just given. As
such, it is analogue in character: it re-presents perceptual information that parallels the
multimodal perceptual experience that it constitutes a representation of.> As such, con-
ceptual structure is not suitable for being encoded in language. After all, language as a
representational system, consisting of symbolic units, is simply not equipped to directly
encode the rich, multimodal aspects of perceptual experience.

In contrast, I argue that the schematic content identified by Talmy is not an analogue
representation of perceptual experience. Rather, it represents an abstraction over percep-
tual content of various sorts, provided in a form that can be encoded in language, i.e. by
lexical concepts. Content of this kind constitutes what I refer to as linguistic content, and
forms part of the information encoded by a lexical concept.

While the distinction between rich and schematic aspects of the cognitive representa-
tion provides the basis for my distinction between linguistic and conceptual content, the
distinction in open-class and closed-class forms provides evidence for a closely related
distinction concerning the nature of lexical concepts - recall that lexical concepts are con-
ventionally associated with phonological vehicles (i.e. forms). The distinction in vehicle
types provides evidence that lexical concepts fall into two distinct categories. Closed-class
vehicles are associated with lexical concepts which are specialised for encoding linguistic
content. Lexical concepts of this sort I refer to as closed-class lexical concepts. Open-class

2. 'The closed-class forms mentioned thus far all have an overt phonetic realisation. However, each of the
examples discussed also include closed-class forms that are phonetically implicit. Examples of phoneti-
cally implicit forms include lexical classes: e.g. noun, verb; lexical subclasses: e.g. count noun, count noun;
grammatical relations: e.g. subject, object; declarative versus integrative forms, active voice versus passive
voice, and clause-level symbolic units such as the ditransitive construction, and so forth.

3. Conceptual content is not an exact record of the perceptual states that are captured. Rather, it is some-
what attenuated. See Barsalou (1999) for discussion.
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paired with
closed-class vehicle \
encodes linguistic content
LEXICAL CONCEPT
paired with provides access site to

open-class vehicle conceptual content

Figure 3. The distinction in content associated with lexical concepts

vehicles, while also encoding linguistic content, are, in addition, specialised for serving as
access sites to conceptual content. Lexical concepts of this sort I refer to as open-class lexi-
cal concepts. This distinction is captured in Figure 3.

The distinction between the terms ‘encode’ and ‘afford access’ in the previous para-
graph is critical here. Linguistic content is encoded by lexical concepts precisely because
this is the content which makes up lexical concepts. However, conceptual content is asso-
ciated with a different representational type, the cognitive model, which is non-linguistic
in nature. Thus, conceptual content is not directly encoded in language, although the lin-
guistic system has developed the means to access conceptual content, discussed in more
detail later in the paper. Table 1 provides a summary of the way some of the key terms

introduced so far are used in LCCM Theory.

Table 1. A summary of key terms in LCCM Theory

Term

Description

Linguistic system

Symbolic unit
Lexical concept

Linguistic content

Conceptual system

Cognitive model

Conceptual content

Lexical
representation

Semantic
representation

Semantic structure

Conceptual
structure

The collection of symbolic units comprising a language, and the various relation-
ships holding between them

A conventional pairing of a phonological form or vehicle and a semantic element
The semantic element that is paired with a phonological vehicle in a symbolic unit

The type of content encoded by a lexical concept. This content is of a highly sche-
matic type that can be directly encoded in language

The body of non-linguistic knowledge captured from perceptual experience that
is made of perceptual states. This knowledge derives from sensory-motor experi-
ence, proprioception and subjective experience

The representational form that knowledge in the conceptual system takes, as
modelled in LCCM Theory. Consists of frames which give rise to a potentially
unlimited set of simulations

The nature of the knowledge encoded by a cognitive model

The primary substrate deployed in linguistically-mediated meaning construction,
and modelled in terms of symbolic units and cognitive models

The semantic dimension of lexical representations, consisting of semantic struc-
ture and conceptual structure

That part of semantic representation encoded by the linguistic system. Semantic
structure is modelled, in LCCM, Theory, by lexical concepts,

That part of the semantic representation encoded by the conceptual system. Con-
ceptual structure is modelled, in LCCM Theory, by cognitive models
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3. An illustration

Before proceeding further, 1 provide a brief illustration of the distinction between lin-
guistic and conceptual content. Consider the use of the lexical item red in the following
examples, adapted from Zwaan (2004):

(2) a. The teacher scrawled in red ink all over the assignment
b.  The red squirrel is in danger of becoming extinct in the British isles

Zwaan makes the point that in linguistic examples such as (2), red designates two differ-
ent sorts of sensory experience. That is, while the hue derived from the use of red in (2a)
is quite a vivid red, the hue prompted for by (2b) is likely to be closer to a dun/browny
colour. That is, what I refer to as the semantic potential of red is not ‘there’ in the word it-
selt. That is, whatever red designates, we are not dealing with purely linguistic knowledge.
Rather, the word red provides access to perceptual information and knowledge, which can
be reconstructed or simulated - 1 will have more to say about this idea below. Put another
way, the hue derived is not a function of linguistic knowledge, but relates to what I am
referring to as conceptual content. This is not to say that red does not provide linguistic
knowledge. In point of fact the vehicle red has an associated lexical concept that I gloss as
[RED] - in LCCM 'Theory lexical concepts are glossed by a term, here ‘red;, in small capitals
inserted in square brackets. This encodes schematic linguistic content, signalling that an
entity is being referred to, that the entity being referred to is a relation of some kind, and
that the relation is specifically an attribute of a thing. In short, while linguistic content in-
cludes highly schematic semantic knowledge, conceptual concept concerns richly detailed
perceptual knowledge.

4.  The nature of semantic structure

In LCCM Theory semantic representation consists of units of semantic structure and con-
ceptual structure and their interaction. In this section I address, in more detail, the nature
of semantic structure.

Semantic structure is modelled in terms of the theoretical construct of the lexical
concept, which constitutes a unit of semantic structure. As noted above, lexical concepts
encode linguistic content. Linguistic content represents the informational form that con-
ceptual structure takes for direct representation in language. Put another way, linguistic
content takes a form that can be encoded in a format that is externalised in an auditory
stream (or a manual gestural stream in the case of signed language), which is time-pres-
sured. Such a format presumably requires filtering out the complexity associated with the
range of perceptual experiences - in the sense defined above - encoded. Hence, a lexical
concept can be thought of as a bundle of different types of highly schematic content which
is thereby specialised for being encoded in language. I detail some of the key aspects of
linguistic content below.
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4.1 Parameters

One way in which knowledge, in general terms, can be represented is in terms of richly
inflected nuances that serve to reflect the complexity of experience. An alternative way is to
‘compress’ such fine distinctions into two, three or more, much broader, and hence, far more
general distinctions. These I refer to as parameters. Linguistic content serves to encode con-
tent by adopting the latter strategy, which is to say, to employ parameterisation. Parameters
are hence part of the bundle of information that a lexical concept serves to encode.

To illustrate this notion, consider the complex range of expressions that a language
user might employ, in English, in order to ‘locate’ themselves with respect to time, thereby
facilitating time-reference. Any one of the following could conceivably be employed, de-
pending upon context: foday, January, 2008, the day after yesterday, the day before tomor-
row, this moment, now, this second, this minute, this hour, today, this week, this month, this
quarter, this year, this half century, this century, this period, the 8th day of the month, this
era, this millennium, and so on.

In contrast, paramaterisation functions by dividing all the possible permutations re-
lating to a given category, such as time-reference, into a small set of divisions: parameters.
Such parameters might distinguish between the past, for instance, and the non-past. In-
deed, this is the basis for the tense system in English, as illustrated by the following:

(3) a. Hekicked the ball Past
b.  He kicks the ball Non-past

English encodes just two parameters that relate to Time-reference: Past versus Non-past,
as exhibited by the examples in (3), and thus manifests a binary distinction. Some lan-
guages, such as French, have three parameters: Past, Present and Future. Some languages
have more than three parameters, distinguishing additionally remote past from recent
past, for instance. The language with the most parameters for time-reference thus far re-
ported is an African language: Bamileke-Dschang with eleven. Crucially, parameters are
encoded by specific lexical concepts, and thus form part of the knowledge bundle that
constitutes a lexical concept. For instance, the parameter Past is encoded, in English, by
the lexical concept associated with the -ed form in (3a). However, other lexical concepts
also include the parameter Past such as the lexical concepts associated with the following
forms: sang, lost, went, etc.

[ argue, then, that a key feature of linguistic (as opposed) to conceptual content is that
it encodes knowledge in parametric fashion. Parameterisation is a highly reductive form
of abstraction: it serves to abstract across the complexity exhibited by a particular cat-
egory. In consequence the parameters encoded by linguistic content serves to ‘strip away’
most of the differences apparent in the original experience, thereby reducing it to a highly
limited numbers of parameters.

4.2 The non-analogue nature of linguistic content

As conceptual content relates to records of perceptual states captured directly from a
variety of experience types including sense perception, proprioception and subjective
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experience, it therefore consists, as noted above, of perceptual states recorded in ana-
logue fashion: in a format that is similar to the perceptual experiences that gave rise to
them. Indeed, there is a good deal of evidence, in the neuroscience literature, that sen-
sory-motor representations, for example, are stored in the same areas of sensory-motor
cortex that process sensory motor experience (Pulvermiiller 1999).

In contrast, I argue that linguistic content is so highly schematic in nature that it is
non-analogue: it takes a format that is not analogous to the perceptual experiences that it is
a schematisation of. Hence, due to the reduction of rich perceptual information to highly
impoverished parameters, this gives rise to a qualitatively very different type of informa-
tion from the kind captured by conceptual content. To illustrate, re-consider the param-
eters Past and Non-past discussed with respect to example (3) above. These parameters are
highly schematic abstractions drawn from the complex range of temporal relationships
that hold between our experience of past, and our experience of now: our temporal loca-
tion as experiencing centres of consciousness. Temporal experience, a form of subjective
experience, is extremely rich in perceptual terms (Evans 2004a). Yet the parameters Past
and Non-past are not rich at all.

In sum, parameters encode highly schematic linguistic content abstracted from far
richer perceptual experience, as recorded in the conceptual system, and provide a means
tor encoding recurrent ‘digitised” dimensions of humanly relevant experience in an efficient
way. In contrast, conceptual content which is accessed via open-class lexical concepts, gives
rise to perceptually rich aspects of experience, about which I will have more to say later.

4.3 Topological reference

A further consequence of the highly reductive nature of the parameters encoded as lin-
guistic content, and one first pointed to by Talmy (e.g. 2000), is that they provide fopologi-
cal reference rather than Euclidean reference. That is, linguistic content encodes schematic
aspects of sensory-motor, proprioceptive and subjective experience, while conceptual
content, to which open-class lexical concepts facilitates access, relates to precise, metric
distinctions.

To illustrate consider the closed-class lexical concepts associated with the demon-
strative vehicles this and that. The lexical concepts associated with these vehicles encode
a distinction between an entity construed as proximal to the speaker, glossed as [THIS],
versus an entity construed as distal, glossed as [THAT]. The distinction between the lexical
concepts [THIS] versus [THAT] is illustrated by (4):

(4) “Sit on this chair not that one!”

In this utterance, the chair that the addressee is being asked to sit on is the one closer to the
speaker: ‘this chair’ as opposed to ‘that one’ Nevertheless, the distinction between [THIS]
versus [THAT] does not rely upon precise metric details such as the exact distance from
the speaker, in terms of metres, centimetres and millimetres, for instance. After all, it is
immaterial how far the chairs are from the speaker (within reason), as long as one is closer
to the speaker than the other. In other words, closed-class lexical concepts are magnitude
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neutral, where magnitude has to do with metric properties relating to distance. This is
what it means to say that closed-class lexical concepts provide topological reference.

In contrast, the open-class lexical concepts, in addition to encoding linguistic content
also, additionally, facilitate access to conceptual content, and hence can be employed to ex-
press metric details of distance giving rise to Euclidean reference. This is illustrated by (5):

(5) “Sit on the chair 2.54 metres away from me!”

The expression 2.54 metres’ involves open-class lexical concepts rather than closed-class
lexical concepts, and serves to evoke with greater precision the chair in question.?

4.4 Arestricted set of domains and categories

A consequence of parameterisation is that the range of domains, and the member catego-
ries that populate them, are highly restricted in terms of their encoding as parameters in
linguistic content (cf. Talmy 2000). In using the term domain I have in mind large-scale
and coherent bodies of knowledge such as the following: TIME, SPACE, COLOUR, MOTION,
FORCE, TEMPERATURE, MENTAL STATES, and so on. By category I have in mind the member
notjons that populate a particular domain. For instance, in terms of the domain of TIME,
categories consist of notions such as Punctuality, Durativity, Sequentiality, Simultaneity,
Synchronicity, Boundedness, Time reference (e.g. Past, versus Non-past etc.), Time-reck-
oning (e.g. 10.05pm, etc.), and so forth. While all the domains of the sort just mentioned,
and the categories which populate them, are evident at the conceptual level, only a re-
stricted subset are encoded at the linguistic level, in terms of linguistic content.

For instance, some domains to which open-class lexical concepts facilitate access,
such as COLOUR, do not appear at all in terms of linguistic content in English or any other
language. That is, there are no parameters, in the sense defined above, that relate to this
domain. This follows as many (perhaps most) domains do not relate to experience that
can be straightforwardly parameterised in a humanly relevant way. There are at least two
likely explanations for this. Firstly, the nature of the domain in question may not lend it-
self to being ‘reduced’ to highly schematised digitised parameters. After all, the reduction
to content that does not directly give rise to simulations results in a reduction that, for
some domains such as COLOUR, may eliminate the essential character of the information
thereby making it uninterpretable. A second reason is that some domains do not relate
in a ubiquitous way to the humanly relevant scenes that language serves to encode. For
instance, categories that relate to the domain of MEDIAEVAL MUSICOLOGY, or even catego-
ries that relate to less esoteric domains such as LOVE or JOURNEYs are not as ubiquitous
in human experience as categories relating to domains such as SPACE, TIME, MOTION and
MENTAL STATES which do appear to be encoded in linguistic content.

4. The parameters encoded as linguistic content exhibit a range of other Euclidean neutralities: notably
with respect to the domains of space and time. See Evans (to appear a) for details.
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In addition to the restricted set of domains encoded, linguistic content also features
only a small number of categories within each domain. To illustrate, consider a few of the
categories associated with the domain TIME:

Domain: TIME

Category: Time-reference Parameter
(6) a. Hekicked theball Past
b.  He kicks the ball Non-past
Category: Boundedness
(7) a.  Holly has left the party Bounded
b. Holly is leaving the party Unbounded
Category: Plexity
(8) a. Fred coughed Uniplex
b.  Fred coughed for 10 minutes Multiplex

The category that I refer to as Time-reference is more traditionally referred to as tense. Of
the other two categories illustrated, these are normally treated as relating to what is com-
monly referred to as aspect. The examples in (7) are usually referred to as perfective and
imperfective aspect. The more usual terms for Uniplex and Multiplex in (8), as they relate
to TIME, are ‘semelfactive’ and ‘iterative’ respectively.

4.5 Nominal versus relational lexical concepts

Another aspect of linguistic content is that it encodes a bifurcation between nominals
and relations (Langacker 1987). The distinction in type of lexical concepts is as follows.
Nominal lexical concepts are conceptually autonomous: they relate to entities which are
independently identifiable, such as ‘chair; or ‘shoe’ In contrast, relations are conceptually
dependent: they constitute a relation holding between other entities, and are thus ‘depen-
dent’ on those other entities in order to fully determine the nature of the relationship. For
instance, in an utterance such as the following:

(9) Max hid the mobile telephone under the bed.

The lexical concept associated with the form hid, which I shall gloss as [H1D], relates the
conceptually autonomous lexical concepts associated with the vehicles Max, mobile tele-
phone and bed, establishing a relationship involving ‘hiding’ between the conceptually
autonomous participants in the linguistically-mediated conception:> namely [max] and
[BED]. Analogously, the lexical concept associated with the vehicles under establishes a
spatial relation between lexical concepts associated with mobile telephone and bed.

The conceptually dependent structure of relational lexical concepts is modelled, in
LCCM Theory, in terms of a schematic participant role (Goldberg 1995). The lexical con-

5. ‘Conception’ is a technical term used in LCCM Theory to refer to utterance meaning.
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cept [HID] as exemplified in (9) encodes three schematic participant roles.® The rich content
relating to the participant roles is not specified in linguistic content. This arises from access
to conceptual structure. That is, conceptual structure encodes rich content relating to hid-
ing: that it involves someone that does the hiding for particular reasons, and that an entity
of a particular sort, often an object, is hidden. Non-linguistic knowledge also includes what
facilitates something being hidden, such as perceptual inaccessibility of the object being
hidden and/or its being placed in a novel location. Conceptual content also includes infor-
mation relating to the motor processes involved in hiding, which involve moving the object
from one location to another. The participant roles encoded as part of the linguistic content
for [H1D] do not encode such details. Rather, what is encoded is a highly abstract represen-
tation, derived from the rich perceptual details of a hiding scenario. As such we have three
roles that serve to distinguish between the three entities involved at the most general level
of detail. These participant roles are: Hider, Object and Location.

Just as the bifurcation in lexical concepts discussed above ~ that holding between lexi-
cal concepts which solely encode linguistic content and those which additionally facilitate
access to conceptual content - corresponds to a distinction in the formal encoding of lexi-
cal concepts: the distinction between open and closed-class vehicles, so too the distinction
between nominal and relational lexical concepts has a formal reflex in terms of linguistic
vehicles. In a language such as English, for instance, this distinction relates to lexical con-
cepts associated with what are commonly referred to as nouns and noun phrases (nomi-
nals) on the one hand, and lexical concepts associated with other lexical forms, including
verbs, prepositions, adjectives, adverbs and non-finite verb forms such as infinitives and
participles (relations) on the other (see Langacker 1987 for details).

4.6 Referentiality

Another key aspect of linguistic content is that it is inherently referential in nature. Ref-
erentiality takes a number of different forms, as detailed below. However, the defining
feature is that lexical concepts serve to encode the following: an intention that a particular
entity is being indexed or, more informally, ‘pointed to’ In using the term ‘entity’ I have
in mind physical entities that inhabit the world such as people, as well as physical arte-
facts, such as ‘Sam’ and ‘ball’ in (10a), abstract notions such as ideas, for example ‘peace’
in (10b), as well as relations that hold been physical entities and abstract ideas, such as
‘kicked’ in (10a) and ‘thought about’ in (10b), as well as highly schematic relations, as
encoded by ‘t0’ in (10c).

a.  Sam kicked the ball
b.  Sam thought about peace
¢ Sam walked to the park

(10)

I identify at least three distinct types of reference encoded by lexical concepts.

6. Notice that the form hid is polysemous. For instance, hid is also associated with the ‘reflexive’ lexical
concept in which an entity hides oneself, as in: John hid in the wardrobe. This lexical concept, which I gloss
as [REFLEXIVE HID] encodes two schematic participant roles.
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The first type relates to what I will refer to as denotational reference. Many lexical con-
cepts serve to index a physical entity of some sort, whether real or imagined. In this sense,
part of what the lexical concepts associated with the vehicles John and unicorn serve to do
is to signal an intention, on the part of the speaker, to refer to a given entity.

The second type I refer to as cognitive reference. This relates to relatively abstract no-
tions or ideas that have no physical substance, whether real or imagined, and relate to
lexical concepts associated with forms such as love, war, phonology, and so forth. Hence,
lexical concepts that serve to encode cognitive reference serve to signal an intention, on
the part of the speaker, to refer to a non-physical idea.

The third type I refer to as contextual reference. This involves reference to an entity
that is present in the linguistic or extra-linguistic discourse context. Hence, reference of
this sort involves the encoding, by a lexical concept, of an intention to refer to an entity
that the addressee can recover from context.

One type of contextual reference is textual reference. One form of textual reference
involves reference to an entity already mentioned. This is traditionally termed anaphora.
Textual reference that relates to an entity yet to be mentioned is termed cataphora. Ex-
amples of textual reference are provided in the examples below.

(11) a. John is smart. He had a reading age of 14 by the time he was just 8.
b. I want to say just this: [ love you.
¢.  The new target to reduce carbon emissions by 20% by 2020 will be a tough thing to
achieve.

In the examples in (11a), the lexical concepts associated with the forms he, this and thing
are specialised for referring to other entities (underlined) in the text.

There are many kinds of lexical concepts which encode an intention to signal contex-
tual reference as it relates to extra-linguistic context. Many of these are often treated under
the heading of deixis. Previous research has identified a range of diverse sorts of deictic
lexical concepts including phenomena referred to as spatial deixis, temporal deixis and
social deixis (for details see Fillmore 1997; Levinson 1983).

4.7  Pragmatic point

The final dimension of linguistic content that I address here relates to what I refer to as
pragmatic point. This is a term I borrow from Fillmore et al. (1988). I use this term to
refer to schematic aspects of the extra-linguistic dimensions of the encoding of linguistic
content by a given lexical concept. As I use it, this term relates, broadly, to two aspects: i)
the contexts of use in which a given lexical concept is conventionally employed, including
settings and participants, and ii) some aspects of what has traditionally been referred to
as the illocutionary point (Searle 1969) of a given lexical concept: which is to say the com-
municative purpose for which a lexical concept is employed.”

7. Itis worth re-emphasising here that linguistic content is schematic in nature. Hence, while making a
speech act (Searle 1969), such as declaring a state of war, for example, involves being able to call upon high-
ly detailed bodies of conceptual knowledge relating to the sorts of scenarios and participants involved,
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To illustrate the notion of pragmatic point consider the vehicle declared in the ex-
amples below. This is associated with at least three English lexical concepts, each of which
exhibits a different pragmatic point.

(12) a.  She declared her love for him
b. Chamberlain declared war on Germany on September 3rd 1939
c.  Despite being over the limit on the amount of dollars in cash eligible to be taken into
the country, she declared nothing as she crossed the US border.

The use of declared in (12a) serves to encode an intention to provide information of a
particular sort, with an above-average level of assertiveness. Hence, the lexical concept
which sanctions this use of declared can be glossed as [FORTHRIGHT INFORMATIONAL
ASSERTION]. In contrast, the lexical concept associated with the use of declared in (12b)
relates to an assertion which either changes, or otherwise revises, an institutional state.
Crucially, not only is the illocutionary point distinct from the lexical concept responsible
for the use of declared in (12a), but the context of use is distinct too. This follows as the
context of use for the [ANNOUNCEMENT OF NEW LEGAL STATUS] in (12b) can only be suc-
cessfully deployed by suitably qualified participants. For instance, Neville Chamberlain
was able to successfully deploy this lexical concept because on September 3rd 1939 when
he declared war, he was the legally-appointed Prime Minister of The United Kingdom,
and under the terms of The Royal Prerogative — powers invested in the monarch and de-
ployed by the Prime Minister on behalf of the monarch - he was legally entitled to take
the country to war.

Finally, the lexical concept which sanctions the use of declared in (12¢) relates to
the [ANNOUNCEMENT OF DUTIABLE GOODS AT cUsTOMS] lexical concept. This is distinct
both in terms of illocutionary point and context(s) of use from the previously mentioned
lexical concepts. This lexical concept is specialised for use in contexts involving customs
provision at international border crossings. Its communicative function has to do with
signalling as to goods being transported, or caused to be transported by the person issuing
the ‘declaration’ in this specific context, with respect to restrictions on the nature and/or
amount of goods that may be transported into the country which establishes the customs
provision, and/or tax payable on particular goods.

Based on the foregoing discussion, Table 2 presents a summary of the key compo-
nents of pragmatic point that are encoded as part of the linguistic content of each of the
three lexical concepts. Much of the content associated with the three lexical concepts for
declared comes from the conceptual content to which they afford access. However, prag-
matic point, which concerns linguistic content, is highly schematic in nature. In these
terms then, the distinction between the three lexical concepts relates to whether they
stipulate that the setting is restricted or not, whether the participants are restricted or
not, and the nature of the communicative function: the illocutionary point. Hence, by
way of illustration, the lexical concept [ANNOUNCEMENT OF NEW LEGAL STATUS] encodes

linguistic content involves only the most generic aspects, including schematic information concerning
the types of context in which a particular lexical concept can be deployed, the nature of the participants
involved and the conditions which must hold.
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Table 2. Pragmatic point for three lexical concepts of declared

Lexical concept Setting Participant(s) Ilocutionary point
[FORTHRIGHT INFORMATIONAL ASSERTION] Unrestricted Unrestricted Make statement
[ANNOUNCEMENT OF NEW LEGAL STATUS] Unrestricted  Restricted Change official state
[ANNOUNCEMENT OF DUTIABLE GOODS Restricted Restricted Make official statement

AT CUSTOMS]

the following: there is no restriction on where the utterance can take place for it to realise
its illocutionary point; the participants involved are, however, restricted, and the commu-
nicative purpose is to change some institutional state. This information is clearly highly
schematic. However, it adequately captures, I argue, the highly stable aspects of the con-
tent associated with this lexical concept, which is to say, its linguistic content.

5. The nature of conceptual structure

In this section [ am concerned, in broad terms, with conceptual structure: the nature and
organisation of concepts. In LCCM Theory conceptual structure is modelled in terms of
the cognitive model. A cognitive model is, in essence, similar to Barsalou’s (1999) notion
of a simulator.®

A simulator (Barsalou 1999) constitutes records of perceptual states, stored in a coher-
ent format referred to as a frame, which can be re-activated, often in novel ways. The re-ac-
tivations are referred to as simulations, (e.g. Barsalou 1999, 2003; Gallese and Lakoff 2005;
Kaschak and Glenberg 2000; Prinz 2002; Glenberg and Kaschak 2002; Zwaan 1999, 2004).

8. The use of a novel term, ‘cognitive model; is done for two reasons. Firstly, at this stage in our un-
derstanding, it is not clear to what extent units of semantic structure: lexical concepts, facilitate access
to the conceptual system. For instance, the common experience of ‘not being able to put thoughts into
words, particularly as applied to subjective experiences, suggests that the linguistic system may be less
well connected to certain types of conceptual representations than others. Indeed, this is a point made by
Jackendoff (e.g., 1992). It is conceivable that some aspects of conceptual structure may only be partially ac-
cessible or even inaccessible to the linguistic system. [ introduce the theoretical construct of the cognitive
model, then, to distinguish between those simulators which are accessible via linguistic representations,
and those which are not. Simply put, while the conceptual system is populated by simulators (Barsalou
1999}, cognitive models are simulators which are specialised for being accessed by lexical concepts. Hence,
the rationale for introducing the term ‘cognitive model is to identify those simulators with which the lin-
guistic systermn interacts. The second reason is as follows. In his development of the notion of a simulator,
Barsalou is primarily focused on the perceptual basis - in the wider sense as described earlier - of concep-
tual structure. While he acknowledges that other forms of information are likely to feed into conceptual
representations, he is primarily exercised by accounting for the perceptual grounding of cognition. In my
account, I explicitly acknowledge that propositional (i.e., non-perceptual) information may also become
incorporated in cognitive models, which supplements the perceptual information already present. Such
propositional information is likely to accrue via linguistically mediated routes, including narrative, ex-
change of news, and gossip. For these reasons, it is useful to distinguish the theoretical construct under
development here, by applying the novel term cognitive model.
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The mechanism known as simulation represents a general purpose computation performed
by the conceptual system in order to recover the bodily states stored within frames and to
perform operations deploying such perceptual states. As such, a frame can give rise to a
potentially limitless set of re-activations or simulations. Hence, a simulator, and thus a cog-
nitive model, encompasses a frame and a potentially unlimited set of simulations.

Following Barsalou, and indeed others who take an embodied or grounded cognition
perspective (see Barsalou 2008 for a review), [ assume that the perceptual states that make
up cognitive models derive from a number of sources, as briefly introduced earlier. These
include: i) the processing of external stimuli via sensory (or modal) systems (vision, audi-
tion, olfaction, haptics, and gustation); ii) action, which provides motor information re-
lating to bodily states via proprioception: information about movements involving joints
and muscles, as well as the vestibular system, which provides information as to position
in space and motion trajectories.” In addition, subjective (or introspective) experiences
are just as important for giving rise to records of perceptual states that make up cog-
nitive models. For instance, Damasio (e.g. 1994) in ground-breaking work on emotion
has emphasised a number of categories of feelings that arise from internal body states.
These include body states (emotions) that we label as Happiness, Sadness, Anger, Fear, and
Disgust. These give rise to phenomenologically real, in the sense of directly experienced,
feelings. Damasio identifies a further category of feeling, what he terms background feel-
ings, which derive from internal body states. Background feelings arise from, among other
things, interoceptive experience, which is to say the visceral sense — our felt sense of the
internal organs and other internal bodily states. Other subjective experiences, which are
directly felt, include various aspects of temporal experience which arise from bodily states
(circadian rhythms such as the wake-sleep cycle), as well as perceptual processing, which
is subserved by a wide range of neurologically instantiated temporal mechanisms (see
Evans 2004a, 2004b and references therein), and consciousness (Chafe 1994; Grady 1997).
Hence, the perceptual states that make up the frames and give rise to the simulations that
comprise given cognitive models are grounded in both sensory-motor experience and
subjective experience: experience of internal bodily and cognitive states, including emo-
tion, mood and affect.

5.1 Perceptual symbols

Following Barsalou (1999) I assume that individual records of perceptual states are stored
as perceptual symbols. It is well known from research on attention that during percep-
tual experience the cognitive system can focus attention on individual components of
the stimulus array. For instance, attention can selectively focus on the colour of an object,
filtering out, for instance, its shape, or texture, and even the surrounding objects (Garner
1974, 1978). Through selective attention, individual perceptual components derived from
perceptual experience of the kinds discussed above are recorded, in bottom-up fashion, in

9. See Evans (to appear b) for a review of the operation of the sensory mechanisms responsible for sense-
perception.
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sensory-motor areas of the brain (Barsalou 1999).1% The components are stored in sche-
matic fashion. This means that it is not individual perceptual states that are stored, but
rather commonalities are abstracted across specific instances of perceptual states provid-
ing individual memories deriving from sense perception (e.g., individual memories for
red, hot and purr), proprioception (e.g., lift, run) and subjective experience (e.g., compare,
similar, hungry). These schematic memories Barsalou refers to as perceptual symbols.
They are symbols in the sense that, later, in top-down fashion, they can be reactivated, or
simulated, and can be used to support the range of symbolic behaviours that subserve a
tully functional conceptual system.

Perceptual symbols implement a conceptual system as follows. Barsalou argues that
memories of similar and related components become organised into a system of percep-
tual symbols which exhibit coherence: a perceptual symbol system (Barsalou 1999). This
perceptual symbol system is what I refer to as a frame. A frame, then, is an informa-
tion structure consisting of large collections of perceptual symbols, encoding information
which is stable over time as well as incorporating variability. Hence, a frame provides a
unified, and hence coherent, representation of a particular entity. For instance, a frame in-
volves numerous components that have a perceptual basis, that are related in various ways.
In addition, the perceptual symbols that collectively comprise the frame can be combined
in a range of ways, giving rise to an infinite variety of simulations. Hence, a system of
perceptual symbols gives rise to both a frame: a relatively stable knowledge matrix, and
dynamic simulations.

5.2 Frames

In this section I identify a number of frame types. I do so based on Barsalou’s work on
frames (e.g. Barsalou 1991, 1992), and Barsalou et al. (1993). In broad terms, frames can
be identified which relate to things and to situations. Further, within each of these broad
divisions there are frames which are episodic, relating to specific types of experience
and/or knowledge and frames which are generic, relating to schematisation over broadly
similar aspects of experience and/or knowledge. The distinct frames identified below are
individuals (episodic) and types (generic), which relate to things, and episodic situations
and generic situations, which relate, self-evidently, to situations. I begin by focusing on
the frames for things: individuals and types, before proceeding with a discussion of the
frames for situations.

The world model
Barsalou et al. (1993) provide an ontology for a theory of knowledge representation, which
is based on what they refer to as the world model. This comprises a person’s beliefs about

10. There is compelling neuropsychological and neuroimaging evidence which supports the view that
human conceptual representations are grounded in the modalities, and hence are perceptual in nature.
For instance, categorical knowledge is grounded in sensory-motor regions of the brain (for reviews see
Damasio 1989; Pulvermiiller 1999, 2001). Damage to a particular sensory-motor region serves to impair
the processing of categories that use the region in question to perceive physical exemplars.
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the current state of the world. These beliefs relate to individuals, their current states and
where they are located. Barsalou suggests that people employ a hierarchically-arranged
core of spatial frames. That is, people represent the world and its contents in a spatial fash-
ion, corresponding to continents, countries, cities, neighbourhoods, individual buildings,
rooms and locations within rooms. They further locate entities within these locations,
and integrate the spatial frames with temporal knowledge, for instance, relating to cycles
and time-frames of various sorts including the seasons, the calendar, and temporal inter-
vals such as years, months, weeks and days, as well as content-based temporal structures
such as knowledge relating to one’s own and family members daily routine, development
over the life span, stages in career progression, and so on. Temporal information serves to
organise past, present and future information in the world model and, Barsalou argues,
does so orthogonally to the spatial core. Moreover, in this world model, people repre-
sent people’s interactions and movements, updating the model continuously. For instance,
while at work, a person might represent their partner’s movements, going to the shops,
returning home, or their children’s activities while at school, and so on. People also repre-
sent other ongoing activities taking place in the various regions represented in their world
model. For instance, one might know about a meeting of a University Exam Board taking
place in a committee room near one’s office, it being Tuesday afternoon, Prime Minister’s
question time taking place at the House of Commons, knowing — based on having read
today’s newspaper - that the Queen is currently staying at Windsor Castle rather than
Buckingham Palace, that Big Ben in London is currently undergoing repairs and hence
not presently chiming, and so on.

In the world model, two distinct kinds of frames can be distinguished which relate
to things: individuals and types (Barsalou et al. 1993).!! Individuals are frames that relate
to animate and inanimate entities that are held to persist continuously in the environ-
ment. As such, individuals are central to the ontology of the world model. Individuals
provide relatively stable information about a given entity: information that is both stable
over time, as well as incorporating episodic information. Hence, the new information
for a given individual is added to the frame thereby updating it on an ongoing basis. An
individual is updated based on encounters with the entity it represents, For instance, the
frame for ‘my car’ might include the petrol gauge reading the last time I interacted with it,
and the fact that I have noticed there is an oil leak, and that the car needs cleaning. This
information is merged into the frame to provide an updated representation.

Crucially, although the same individual may be encountered in the world on many
occasions, often in the same day, in terms of the world model all the episodic information
extracted during these encounters is integrated into the individual frame. This follows
from the one-entity one-frame principle (Barsalou et al. 1993). This principle holds that
only one frame can relate to any given entity. Hence, all the information extracted from
experience, which is related to a particular individual, is merged into the frame for that

11. Barsalou et al. (1993) use the term ‘model to refer to what [ am here calling ‘type’ I prefer the more
intuitively accessible term ‘type’ and also seek to avoid any confusion with the construct of the cognitive
model. Hence, I do not use the term ‘model’



44

Vyvyan Evans

entity. Hence, the frame for a particular colleague at work may include information relat-
ing to his location the last time I interacted with him, and so on.

In addition to individuals, Barsalou et al. (1993) argue that there is another frame type
which inheres in the world model. This type of frame, which I refer to as: type, is an ab-
straction across frames for individuals providing a frame for a type of individual. As such,
types are not conceptualised as having corresponding entities in the world. For example,
while the individual for ‘my car’ in the world model corresponds to my car in the world,
the frame for ‘car’ is a type, and relates to a type of individual, abstracted from across a
range of individuals. Hence, people understand their frames for types to inhere only in the
world model, but not, crucially, in the world itself.

One of the features of individuals in the world is that they change location. In the
world model, this feature is captured in terms of the phenomenon referred to as tran-
scendence (Barsalou et al. 1993). Transcendence has to do with the number and range of
locations at which individuals and types are represented. For instance, a colleague from
work will be represented at work. However, a chance meeting at the local supermarket
will ensure that the individual frame for the colleague becomes additionally stored at the
supermarket location in the world model. When the colleague goes on vacation to Paris,
and sends a postcard in to the office to report on the vacation, the individual is addition-
ally stored as part of the Paris location in the world model.

Barsalou et al. (1993) argue that transcendent frames for individuals and types, while
being located at multiple sites in the world model, become functionally detached from
the world model. That is, they give rise to a level of information about the nature of indi-
viduals and types, and the interactions they can engage in which become abstracted from
the spatial frames that form the core of the world model. In other words, transcendence
gives rise to de-contextualised representations which form transcendent taxonomies. For
example, the type for ‘heart’ is a feature of all mammals. Hence, its presence as part of the
frame for numerous individuals and types gives rise to transcendence.

This property serves two important functions. Firstly, transcendence provides an im-
portant means of organising beliefs about the nature of entities in the world. It does so
as it serves to capture similarities between individuals and models. As such, it facilitates
inferences. For instance, we can infer that lions have hearts on the basis of knowing that
all mammals possess hearts. Secondly, transcendent taxonomies may constitute impor-
tant building blocks in the construction of the world model. This follows as transcendent
information can be inserted into frames for new individuals upon first encounter. For
instance, on encountering an unfamiliar cat, information from the model for cats is re-
trieved and copied, in order to form the basis for the new individual in the world model.
This process serves to minimise the amount of learning about new entities before they can
be adequately represented.

Situations

Having briefly described the ontology for individuals and types, I now consider how situ-
ations are modelled. The basic insight is that in addition to individuals and types, humans
additionally represent situations, there being two kinds of situation: episodic situations
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and generic situations. The distinction between episodic and generic situations is orthogo-
nal to the distinction between individuals and types.

According to this approach, situations are part of larger events - events are com-
posed of situations - while being made up of discrete images. As with situations, events
and images, as I use the terms, are mental representations. The notions event, situa-
tion and image are somewhat akin to the notions of scripts, scenes and states developed
in Schank (1975, 1982), and Schank and Abelson (1977), with the difference being that
events, situations and images are made up of perceptual symbols, and hence are percep-
tual and thus embodied in nature.

One of the key insights of this approach is that it takes a situated cognition perspec-
tive. That is, people’s frames for individuals and types are situated, and local rather than
being de-contextualised and universal. An individual or type is situated in the sense that
it is represented in the situations in which it occurs. For instance, the individual frame for
‘my sofa’ is represented as being located in my living room. Hence, the frame for my sofa is
related to the situation frame for ‘my living roon’ Similarly, individuals and types are local
in the sense that they relate only to exemplars actually encountered, rather than being gen-
eralised to entities universally. For instance, the type for ‘sofa’ incorporates information
relating only to sofas that have been encountered. In this way, this approach to knowledge
representation assumes that the conceptual system is directly grounded in situated action
and interaction.

Barsalou et al. (1993) propose that the mental representations they refer to as im-
ages are static spatial scenes (cf. Tyler and Evans 2003). These may consist of frames for
individuals and/or types, viewed from a particular viewpoint, with a particular geomet-
ric, topological and functional relationship holding between them. Crucially, an image
is composed of numerous perceptual symbols. For instance, a person may represent a
picture hanging on the wall above the sofa in their living room.

A situation is comprised of a series of images. Hence, and as with an image, a situa-
tion may consist of a relatively stable set of individuals and types. The difference is that a
situation, while occupying a relatively constant region of space is dynamic, in the sense
that entities may interact and move around, and there is change over time. For instance,
a situation might involve a person approaching the sofa, sitting down, turning their head
to look at the picture on the wall, turn their head away again, sitting for a while, before
getting up and moving away from the sofa.

An event comprises a series of two or more situations which are related in coherent
fashion. The key difference between an event and a situation is that an event involves a
significant outcome, often involving a change in regions of space and/or the individuals
and/or types involved in the event. For instance, an event might involve a person going
to a department store and purchasing a picture, bringing it home in their car, fetching a
hammer and nail from the garage, selecting a spot on the wall above the sofa to hang the
picture, knocking a nail in the wall at the desired location, and hanging the picture above
the sofa. A table summarising the differences between image, situation and event qua
mental representations is provided in Table 3.

As observed above, there are distinct sorts of frames relating to both episodic and ge-
neric situations, which parallels the distinction between individuals and types. An episodic
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Table 3. Features of images, situations and events

Features of images Features of situations Features of events
i. asetof perceptual symbols i aseries of images i. aseries of two or more
if. represents individuals and/or ii. depicts a relatively constant situations
types set of individuals and/or types  ii. the situations are related in a
iii. a static spatial configuration  iii. depicts some significant change coherent manner
iv. viewed from a particular over time ifl. the situationslead to a
perspective iv. occurs in a relatively constant significant outcome

region of space

Table 4. Identification of commonalities in the formation of an abstract situation
(after Barsalou et al. 1993)

Two situations are related when the following occur:

i. They share a common number of images.

ii. They share common individuals and/or types.

iii. The configuration of individuals/types in each similar image across situations is qualitatively
the same.

iv. The transformations of individuals/types between similar images across situations is qualitatively
the same.

v. The two situations culminate in a common end state.

situation arises from perceiving a situation in the world, the situation qua frame constitut-
ing a mental representation of the perceived situation. Moreover, humans represent situa-
tions at the locations in their world model where the situation occurs. For instance, in the
example of the situation involving the hanging of a picture above the sofa, the frame for
the episodic situation is linked to the frame for the conceptualiser’s living room. On this
account, and just as we saw with frames for individuals above, episodic situations are not
wholly episodic. They also include a potentially large amount of generic information. This
is due to the phenomenon of transcendence, which facilitates cognitive economy: generic
knowledge can be shared between related frames. As with frames for things: individuals
and types, discussed above, frames for situations are associated with temporal knowledge
structures such as those relating to daily routines, life periods, hours of the day, and so on.

In contrast, frames for generic situations do not include episodic information. Rather
they develop by virtue of abstracting away points of difference, in order to distil the com-
monalities that persist in different frames for episodic situations. Like frames for types,
discussed above, generic situations do not have direct counterparts in the world.

Barsalou et al. (1993) propose that frames for a generic situation are formed when
two or more episodic situations share a number of commonalities. These are presented in
Table 4. These commonalties serve to indicate that two episodic situations are related. The
episodic situations in question are then abstracted in order to form a generic situation for
this type of situation.
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5.3 The structure of frames

Frames have three basic constituents: attribute-value sets, structural invariants and con-
straints. In this section, which draws on Barsalou (1992) I examine each of these in turn.

Attribute-value sets
Frames consist of sets of attributes and values. An attribute concerns some aspect of a given
frame, while a value is the specification of that aspect. For example, in terms of the vastly
simplified frame for car depicted in Figure 4, ENGINE represents one aspect of the CAR, as
do DRIVER, FUEL, TRANSMISSION and WHEELS. An attribute is therefore a concept that rep-
resents one aspect of a larger whole. Attributes are represented in Figure 4 as ovals. Values
are subordinate concepts, which represent subtypes of an attribute. For instance, SUE and
MIKE are types of DRIVER; PETROL and DIESEL are types of FUEL; MANUAL and AUTOMATIC
are types of TRANSMISSION, and so on. Values are represented as dotted rectangles in Figure
4. Crucially, while values are more specific than attributes, a value can also be an attribute,
because it can also have subtypes. For instance, PETROL is an attribute to the more specific
concepts UNLEADED PETROL and LEADED PETROL, which are values of PETROL. Attributes
and values are therefore super-ordinate and subordinate concepts within an attribute tax-
onomy: subordinate concepts, or values, which are more specific, inherit properties from
the super-ordinate concepts, or attributes, which are more general.

In addition, attributes within a frame can be associated with their own attribute frame,
providing an embedded form of framing. For instance, the attribute DRIVER in the car
frame may have a number of attributes associated with it, including AGE, SEX, STATUS OF

Sue

Mike

operates

aspect

aspect engine

aspect rotates

automatic

rotate

Figure 4. Frame for car (adapted from Barsalou 1992:30)
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DRIVING LICENCE (i.e. whether it is ‘clean’ or not), NUMBER OF YEARS EXPERIENCE, and so
on. As frames are dynamic entities, undergoing continuous updating, attributes can be
added to frames based on new encounters, or in order to achieve a particular goal. For
instance, in the light of the recent introduction of a new banding scheme for road tax - an
annual tax paid on all vehicles in the UK to use the public highway - based on petrol con-
sumption, UK car owners are likely to have added a new attribute to their frame type for
CAR relating to CAR TAX LEVEL. [t is also worth emphasising that attribute-value sets, as
with other aspects of knowledge representation, are likely to be idiosyncratic, and hence
to vary from person to person.

A final property of attribute-value sets that I mention relates to what Barsalou and
Billman (1989) have referred to as attribute systematicity. This concerns the idea that cer-
tain attributes are core, in the sense that they frequently recur across contexts.!? This can
facilitate frame formation. For instance, if a particular value for an attribute is not known
when setting up a new frame of the type individual, a value for a core attribute can be as-
cribed based on the core attribute set retrieved from memory. For instance, imagine your
friend is proudly showing off his new bright red sports car to you, a core attribute of the
type frame: SPORTS CAR, is FUEL with the value PETROL. Hence, even though there may be
no direct evidence that the car takes fuel, for instance, because you haven't noticed a petrol
cap, or seen evidence of a fuel tank, this is something that will be added to the frame for
this individual, and the value PETROL will be added as a consequence.

Structural invariants

According to Barsalou, “[A]ttributes in a frame are not independent slots but are often
related correlationally and conceptually” (Barsalou 1992:35). In other words, attributes
within a frame are related to one another in consistent ways across exemplars: instances
of a given frame in the world. For example, in most exemplars of the frame car it is the
driver who controls the speed of the ENGINE. This relation holds across most instances
of cars, irrespective of the values involved, and is therefore represented in the frame as a
structural invariant: a more or less invariant relation between attributes DRIVER and EN-
GINE. In Figure 4 structural invariants are indicated by bold arrows. Hence, a structural
invariant constitutes what Barsalou (1992) terms ‘a normative truth’ holding between at-
tributes within a frame.

Constraints and factors

Like structural invariants, constraints and factors are relations that hold between attri-
butes, or more specifically, between attribute values. However, rather than capturing nor-
mative relations, constraints and factors give rise to variability in the values associated
with attributes. This follows as values in a given frame are interdependent on the values
associated with other attributes. There are two kinds of constraints, which I briefly review

12. As is well known, correlations in experience give rise to associative strength in memory: co-occur-
rence gives rise to a core set of attributes, which thus exhibit systematicity. See references in Barsalou et al.
(1993) for instance.
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below, and two factors. The constraints are global constraints, and local constraints. The
two factors are contextual factors and goal factors.

Global constraints serve to constrain attribute values globally. This means that a mod-
ification in one value entails a proportional modification in a related value. For instance,
consider the example of a TRANSPORTATION frame involving a passenger in a taxi, for
instance, being transported from one location to another. In this frame there is a negative
attribute constraint which holds between the attributes spEED and pURATION. That is, as
the value for the attribute sSPEED increases (and transportation becomes faster), so the
value for the attribute DURATION decreases.

Local constraints constrain sets of values locally, rather than globally. That is, the pres-
ence of a given value entails the presence of a related value, while the absence of one en-
tails the absence of another. For instance, consider a frame for vacaTion. If the attribute
ACTIVITY has the value SKIING, then this requires that the attribute HOLIDAY DESTINATION
has the value sk1 RESORT. Similarly, if the attribute ACTIVITY has the value SURFING, then
the destination attribute must have the value OCEAN BEACH.

Contextual factors relate to aspects of context which serve to influence attribute val-
ues. For instance, the activity of SKIING requires a SKI RESORT, while increasing sPEED of
travel reduces the DURATION of the journey. As aspects of situations are related rather than
being independent, context constitutes a factor which can influence both global and local
constraints.

Now I consider goal factors. In addition to context, an agent’s goal(s) also provides a
factor that influences the interaction between values associated with related attributes. For
instance, in a PHYSICAL WORK OUT frame, the agent’s goal, to get fit, serves to ensure that
the attribute EXERTION forms part of the frame.

5.4 Chaining within the conceptual system

In this section I briefly consider the phenomenon of chaining (Barsalou et al. 1993; see
also Lakoff 1987). The conceptual system is not a haphazard collection of cognitive mod-
els. Rather, cognitive models exhibit a range of often complex interconnections. As such,
cognitive models are linked in a web of interconnections, of diverse sorts: hence, chaining.
The consequence of this, in terms of linguistic interaction, is that access sites established
by lexical concepts provide a deep semantic potential for purposes of linguistically-medi-
ated communication.

Chaining is a consequence of a number of different types of interconnections and
relationships holding between frames. One such interconnection arises due to the phe-
nomenon of attribute frames, discussed above. That is, frames are embedded within larger
frames. Take the frame cAR, discussed above. A salient attribute associated with this type
is ENGINE. The knowledge of engines possessed by one group of human conceptualisers,
namely car mechanics, is highly complex, and this attribute includes many subordinate
attributes each with corresponding values, which are themselves subordinate attributes
with further values, and so on. In this way, a frame subsumes multiples frames which are
embedded, capturing aspects of the larger units of which they are subparts.
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Another way in which chaining occurs arises from the phenomenon of transcen-
dence. This relates to the situated nature of cognitive models for things: individuals and
types. Recall that cognitive models of this kind are ‘located’ in situations. In other words,
cognitive models for things are located in the world model at the points at which they are
encountered. Hence, cognitive models for episodic and generic situations include repre-
sentations for individuals and types. The greater the number of situations to which indi-
viduals and types are linked the greater their transcendence is held to be. Hence, transcen-
dence is a function of how interconnected cognitive models for things are with the range
of representations for situations, and hence events, with which they are connected.

Another motivation for chaining arises due to the componential nature of the concep-
tual system itself. Recall that cognitive models are comprised of sets of perceptual sym-
bols. As perceptual symbols are records of discrete perceptual states (e.g. purr, red, hot,
etc.), similar perceptual symbols (e.g. red) form part of many different cognitive models
within the conceptual system. As such, unique records of similar perceptual states persist
throughout the conceptual system. The consequence of this is that the conceptual system
is thorough-goingly redundant in terms of the nature of the representations which make
up the range of cognitive models which populate it. This provides, naturally, commonali-
ties across cognitive models, and is a consequence of a fundamental design feature of the
conceptual system.

Another way in which chaining arises is due to the relationships that exist between
cognitive models, due to, broadly, the distinction between episodic versus generic cogni-
tive models. For instance, in terms of cognitive models for things, we have the distinc-
tion individuals and types. While individuals may be related to each other based on the
dimensions of chaining mentioned in the preceding paragraphs, a type is related to all
the individuals from which it is formed. Similarly, a generic situation is related to all the
episodic situations that it resembles, and from which it has abstracted across to provide a
generic situation.

6.  Interaction between the linguistic and conceptual systems

A key feature of knowledge representation in humans is that the linguistic system interacts
with the conceptual system in order to facilitate access to conceptual knowledge. Indeed,
as the philosopher of science Jesse Prinz (2002: 14) has observed:

Concepts must be capable of being shared by different individuals and by one individual at
different times. This requirement...must be satisfied if concepts are to play some of their
most important explanatory roles...it is almost universally assumed that concepts play a
pivotal role in linguistic communication.

Indeed, a fundamental design feature of human cognition is that linguistic representations
provide an indexing and control function, greatly increasing the range of uses and flexibil-
ity of the human conceptual system. However, this does mean that linguistic representa-
tions are equivalent to the concepts which populate the conceptual system.
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[ assume that the human conceptual system is, en grandes lignes, essentially the same
as the primate conceptual system. Recent findings suggest that such an assumption is not
unreasonable (e.g. Barsalou 2005; Hurford 2007). Given the relatively recent emergence of
language, and the far greater antiquity of the conceptual system!® I assume that linguistic
representations evolved to complement and enhance the existing form of representations
that inhere in the conceptual system, rather than duplicating them.

From the perspective of LCCM Theory, the interaction between the linguistic and
conceptual systems is facilitated by what I earlier referred to as open-class lexical concepts.
I discuss the nature of the interaction by examining some of the relevant issues below.

6.1 Access sites

The primary way in which the representations inhering in the linguistic and conceptu-
al systems interact is by virtue of access sites. An access site is a theoretical construct in
LCCM Theory which represents a composite of the range of association areas that hold
between an open-class lexical concept and the conceptual system. An association area is
a location in the conceptual system with which a specific lexical concept is associated. In
other words, an association area provides a point of convergence between the two systems
facilitating interaction between content from both. As a given lexical concept has typically
many association areas, an access site constitutes the set of association areas for a given
lexical concept. For example, and as we shall see below, the lexical concept [RED] is asso-
ciated with many representations for individuals and types, each with its own distinctive
hue, throughout the conceptual system. All the association areas collectively comprise the
access site for this lexical concept. Yet the complexity of the way in which [RED] facilitates
access to conceptual structure gives rise, as we shall see, to a large semantic potential.

The purpose of an access site is to facilitate integration of linguistic and conceptual
content in order to provide an integrated simulation.'* Hence, the evolutionary motiva-
tion, on this account, for the linguistic and conceptual systems to interact is in order to
make use of conceptual structure inhering in the conceptual system in service of linguisti-
cally-mediated communication.

I hypothesise that the association areas that comprise an access site arise by virtue of
usage patterns: vehicles sanctioned by specific lexical concepts being used in the context
of perceived things and situations. Based on such patterns of use, statistical frequencies
are extracted which serve to associate lexical concepts with the regions of the conceptual
system where such things and situations are represented, giving rise to association areas.
Access sites are thus probabilistic, in the sense that the greater the frequency with which

13. For discussion, a sample of relevant book length treatments from various perspectives include Cor-
ballis (2002), Deacon (1997), Donald (1991), Dunbar (1996), Mithen (1996}, Hurford (2007). See also the
excellent collection of papers in Christiansen and Kirby (2003).

14. An integrated simulation is equivalent to what I what I have referred to as a conception: the meaning
derived from compositional processes involved in understanding a well-formed utterance.
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a language user experiences a sanctioning lexical concept and a thing/situation as co-oc-
curring, the greater the strength of the association area.!

6.2 Semantic potential

One consequence of the chaining exhibited by the conceptual system is that lexical con-
cepts, by encoding access sites, facilitate access to a large semantic potential. To illustrate,
let’s briefly re-consider the lexical concept [RED] associated with the form red. The lexical
concept [RED] facilitates access to a bewildering number of distinct perceptual symbols
which contribute to a vast number of cognitive models in the conceptual system of any
language user of English. To get a sense of the semantic potential involved, consider all the
individuals and types that a single person will represent in their world model that features
the perceptual state I gloss as red.

Limiting ourselves to types we might list Royal Mail post boxes, red squirrels, foxes,
roses, blood, lipstick, Santa Claus’ clothes, a robin’s throat, strawberries, the red stop sign
on the public highway, tomatoes, red traffic light, red cross, the flag of St. George, celeb-
rity carpets, Babybel cheese wax, chilli peppers, fire engines, the Chinese flag, red wine,
supermans cape, fire, henna, and so on. Notice that the represented hue associated with
these types may vary from person to person, based on cultural experience, and so on.
Nevertheless, we can imagine contexts in which we would apply the phonological vehicle
red in order to evoke the colour associated with these types.

In addition, there are further situations, both episodic and generic, that involve the
individuals and types which include a perceptual symbol that I gloss as red. However,
each of these perceptual symbols is unique to the individual and/or type and hence the
situation of which it forms part. After all, it is the generic situation in which a teacher
scrawls red ink on a pupil’s exercise book, evoking a different perceptual symbol than the
one evoked when we simulate a red squirrel scurrying up a tree. Nevertheless, the lexical
concept [RED] is associated with, and hence facilitates access to, both. Put another way,
the semantic potential for the lexical concept [RED] comes from the diverse range of per-
ceptual symbols that are found in these cognitive models, and many others. Moreover, it
is precisely because [RED] facilitates access to such a diverse potential that the vehicle red
exhibits such variation in the way it can be used, as exhibited by the very different simula-
tions we achieve for ‘red’ in the examples discussed earlier in Section 3: the red associated
with a red squirrel versus the red ink of a school teacher’s pen.

6.3 'The uniqueness of the access site

While lexical concepts are typically associated with a number (often many) cognitive mod-
els, which thereby make up the access site, the exact nature of the access site with which a
lexical concept is associated is held to be unique. Put another way, no two lexical concepts

15. See Barsalou et al. (To appear) for discussion of a related proposal. See also Boroditsky and Prinz (to
appear).
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share the same access site. While the range of cognitive models to which lexical concepts
may be similar, they may never be exactly the same. The consequence of this is that each
lexical concept has a unique cognitive model profile: the range of cognitive models which
make up an access site. From the perspective of the linguistic system, this means that there
can be no true synonymy between lexical concepts.

To illustrate, consider the lexical concepts which I gloss as [sHORE] and [coasT] as-
sociated with the forms shore and coast, respectively. As observed by Fillmore (1982) while
the semantic representation for these two lexical concepts is similar it is not identical. This
follows, in present terms, as while each of these lexical concepts exhibits partial overlap
in the primary cognitive models, there are also distinctions. For instance, both lexical
concepts facilitate access to a cognitive model profile relating to the strip of land that
borders land and sea. However, each lexical concept accesses a cognitive model relating to
a generic situation from which this land region is viewed. In the case of [sHORE] this con-
cerns a sea-based perspective, i.e., on board a ship. In contrast, [coasT] does so from the
perspective of land-based location. For this reason, a shore-to-shore trip is across water
while a coast-to-coast trip is over land.

7. Summary

This paper has been concerned with developing an account of semantic representation,
as assumed by LCCM Theory. LCCM Theory assumes a principled separation between
the evolutionarily earlier conceptual system and the more recent linguistic system. Each
systemn is populated by different types of ‘semantic’ representation: the lexical concept and
the cognitive model. Moreover, the nature of the content associated with the two systems
is of a fundamentally different type. Linguistic content, encoded by lexical concepts, is
highly schematic in nature, providing a structuring function to simulations. In contrast,
conceptual content, encoded by cognitive models, provides perceptually rich and highly
detailed information. In addition to encoding linguistic content, a subset of lexical con-
cepts — open-class lexical concepts — serve as access sites, thereby facilitating interaction
between linguistic and conceptual content, thereby giving rise to integrated simulations.
In essence, LCCM Theory assumes that the linguistic system provides a an executive con-
trol function, allowing access to conceptual representations for purposes of linguistically-
mediated communication.
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A corpus-based approach to cognitive semantic analysis

Stefan Th. Gries and Dagmar Divjak*

1. Introduction

In this paper we will look into questions that concern what may be considered two of
the central meaning relations in semantics, i.e. polysemy or the association of multiple
meanings with one form and synonymy, i.e. the association of one meaning with mul-
tiple forms.

In the domain of polysemy, cognitive semanticists typically face issues which center
on the questions of how to determine whether two usage events are sufficiently similar to
be considered instantiations of a single sense and how to establish the prototypicality of a
sense/several senses; we adopt Evans’s (2005:33, n. 2) definition of sense as those mean-
ings which have achieved conventionalization and are instantiated in semantic memory.
In the domain of near synonymy, semanticists need to uncover among other things what
syntactic, semantic and/or pragmatic differences there are between near synonyms and
what the semantic and/or functional relation is between near synonyms in a semantic
space. In order to solve these problems they need to be able to measure the degree of simi-
larity between senses and/or words and to decide how and where to connect a sense/word
to another sense/word in a network.

Several solutions to these problems have been put forward in the literature, in particu-
lar for polysemy-related issues. One such solution for polysemy-related issues is the full-
specification approach inspired by Lakoff and his collaborators (cf. e.g. Norvig and Lakoff
1987; Lakoff 1987) where minimal perceived differences between usage events constitute
different senses and image schemas. Related to this is Kreitzer’s (1997) partial-specifi-
cation approach where information from three different levels of schematization - the
so-called component, relational, and integrative levels - is integrated, yet minimally dif-
ferent usage events need not constitute different senses. Both of these approaches suffer
from methodological inadequacies and representational problems, however. As for the
former approach, information provided by the context the word under study occurs in
is not taken into account (cf. Sandra and Rice 1995; Tyler and Evans 2001), there is no
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method for identifying how the primary sense has developed, and empirical support for
fine-grained semantic distinctions is not provided. As for the latter approach, problems
relate to the vagueness of the representation and the lack of clarity concerning the status
of the proposed networks.

Contrary to the above-mentioned studies, Sandra and Rice (1995) and Rice (1996)
measure the similarity of senses using a variety of experimental methods such as off-line
sentence sorting followed by hierarchical cluster analyses, off-line sentence similarity
judgments, on-line acceptability judgments and sentence generation. While this experi-
mental approach is certainly more objective than introspective approaches, it is also a
bit problematic. First, it remains unclear to what degree sentential context rather than
the prepositions under investigation influence the subjects’ sorting style (cf. Klein and
Murphy 2001, 2002) as does the influence of methodological choices on the clustering.
Second, the questions remain whether subjects use the same cognitive strategies for con-
scious off-line classification as for subconscious on-line production (a general problem
of experimental approaches) and whether conscious off-line classification reflects the
patterns underlying mental representation.

More recently the principled-polysemy approach was introduced by Tyler and Evans
(2001). Tyler and Evans argue that previous research on polysemy lacks a constrained ap-
proach to distinguishing senses. For example, in their work on over they propose that a
distinct sense of over should be posited if and only if the meaning of over in one utterance
(i) involves a different spatial configuration from over’s use in another utterance and (ii)
cannot be inferred from encyclopedic knowledge and/or context. In later work (on time)
within the same framework, Evans (2005:41) introduces three criteria, which we quote
here in detail because we will return to them later:

i. a meaning criterion: a distinct sense must contain additional meaning compared to
other already established senses;

ii. a concept elaboration criterion: a distinct sense will feature unique or highly distinct
patterns of concept elaboration [...] as in the lexical choices signaled by patterns of
modification [...] or in the verb phrase which complements the noun phrase [...]. 1
assume that syntagmatic relations of this kind follow from semantic/conceptual con-
siderations (see Croft’s 2001 discussion of what he terms collocational dependencies);

iil. a grammatical criterion: a distinct sense “may manifest unique or highly distinct
structural dependencies. That is, it may occur in unique grammatical constructions”

Although the last two criteria are in fact predictions about distributional patterns of the
words under study, so far the proponents of the principled-polysemy approach have not
utilized corpus data.

The second major question we raised above, namely how to determine the prototypi-
cal sense(s) of a word, has been an issue in polysemy ever since the first cognitive-linguis-
tic analyses appeared. A variety of criteria has been proposed to isolate the prototypical
sense (cf. e.g. Rice 1996:145-146; Tyler and Evans 2001: Section 3.3; Evans 2005: Section
2.2.3) and the following is a non-exhaustive list of such criteria: asymmetrical judgments
of goodness or similarity; ease of elicitation; gradation within the category; diachronically
earliest sense; centrality/predominance in the semantic network; use in composite forms;
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frequency of occurrence etc. Unfortunately, it remains unclear whether all criteria can
be applied to all kinds of words and sometimes the proposed criteria make conflicting
or counter-intuitive predictions (cf. Corston-Oliver 2001; Divjak and Gries 2006; Gries
2006). We admit, though, that this is a risk of all multifactorial approaches rather than a
problem of any one particular study mentioned above.

Although near synonymy constitutes, in a sense, the opposite of polysemy, it has re-
ceived relatively little attention in recent years. Within cognitive linguistics but a few stud-
ies have been devoted to the phenomenon (Geeraerts 1985; Mondry and Taylor 1992;
Taylor 2003); this is likewise the case within western linguistics in general (Cruse 1986 be-
ing the exception). Surprisingly, the studies that have been carried out within the cognitive
linguistic framework do utilize non-elicited material, yet the illustrative use of the corpus
data makes them but mere forerunners of the corpus-based approach we will introduce
below (see also Divjak 2004).

To sum up, in spite of the prominence the term ‘usage-based’ currently enjoys in cog-
nitive-linguistic publications and in spite of the fact that some approaches explicitly couch
their criteria in corpus-linguistic terms, there are few truly corpus-based approaches to
polysemy and near synonymy. One laudable exception is the largely corpus-based ap-
proach of Kishner and Gibbs (1996) to just (as well as Gibbs and Matlock 2001 on make)
which anticipated much of the above mentioned proposals by Evans (2005). Gibbs and
colleagues investigate R1 collocates and colligations, correlating different senses with col-
locations and colligations.! Their “findings suggest the need to incorporate information
about [...] lexico-grammatical constructions in drawing links between different senses of
a polysemous word” (Gibbs and Matlock 2001:234). Unfortunately, these studies do not
fully utilize the potential of corpus data: citations in corpus data have more to offer than
just individual collocations and colligations, and restricting the analysis to R1 collocates
is a heuristic that is blind to syntactic structure (cf. points of critique also raised in col-
lostructional analysis; cf. Stefanowitsch and Gries 2003; cf. Divjak 2006).

Work in corpus linguistics, on the other hand, has exploited the potential of corpus
data more fully. Such studies start out from the self-evident statement that corpus data
provide distributional frequencies. The assumption then is that distributional similarity
reflects, or is indicative of, functional similarity, the understanding of functional similarity
being rather broad, i.e. encompassing semantic, discourse-pragmatic, and other functions
a particular expression can take on. Against this background, Atkins’s (1987) study on
danger involves collocate analysis from L7 to R7, colligations, part of speech (POS) char-
acteristics of the head word, and all the collocations/colligations correlating (probabilisti-
cally or perfectly) with a particular sense are referred to as an ID tag. Also, Hanks’s paper
(1996) on urge involves collocate and colligation analysis. He argues that “the semantics

1. 'The term collocation encompasses both the probabilistic co-occurrence of word forms (e.g. different
to vs different than) as well as the absolute frozenness of expressions (e.g. by and large). Collocations are
thus co-occurrences of words which are referred to as collocates; often, the letters L (for left) and R (for
right) are used together with a number to refer to the position of one collocate with respect to the head
word (e.g. R1 meaning ‘the first collocate to the right’). The term colligations refers to the co-occurrence of
word forms with grammatical phenomena (e.g. the preference of consequence to occur as a complement
and with an indefinite article).
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of a verb are determined by the totality of its complementation patterns” (1996:77), where
a set of coarse complementation patterns and semantic roles of a word is referred to as a
behavioral profile. Unfortunately, neither Atkins nor Hanks provides conclusive evidence
concerning the predictive power of the ID tags investigated. In addition, much of the
method of analysis remains to be fleshed out and lacks quantitative sophistication.

In other words, while interesting studies have been conducted, semantic analyses in
the area of polysemy and near-synonymy have often been based on introspective data. This
makes them not only empirically problematic, but it likewise prevents the development
of a rigorous, quantifiable, and objectively comparable methodology. Corpus-based or
computational-linguistic studies, on the other hand, do introduce methodological rigor,
yet, they are rather limited as they treat words with few different senses or focus on small
sets of semantically similar words (almost vs. nearly, high vs. tall, between vs. through).
In addition, they use data that constitute impoverished subsets of what is actually avail-
able: basing a semantic analysis of words solely on collocates in one sequentially defined
slot means both seriously limiting the data taken into consideration and disregarding the
syntactic structure of the clause under investigation. Thirdly, the databases used in com-
putational linguistic research may be noisy or skewed given that such studies often rely on
(semi-) automatic preprocessing tools.

In this paper, we will argue in favor of a radically corpus-based approach to polysemy
and near synonymy. The approach is radically corpus-based because we rely on the cor-
relation between distributional patterns and functional characteristics to a much larger
extent than most previous cognitive-linguistic work; we will clarify this statement below.
We submit our approach is a worthwhile addition to the cognitive-semantic field: the no-
tion usage-based is encountered more and more frequently - the principled-polysemy ap-
proach even makes explicit use of corpus-linguistic terms - and corpus-based approaches
have a variety of advantages that include, but are not limited to, the following:

1. the criteria used are not based on traditional minimal pair acceptability tests, which
often fail to account for more complex patterns (cf. Gries 2003: Section 2.6.2 for dis-
cussion of such shortcomings in the area of syntax);

2. judgments are not gathered in an introspective way that relies on implicit knowledge
and thus makes it difficult to validate and replicate findings;

3. instead, corpora
a. provide many instances rather than a few isolated judgments;

b. provide data from natural settings rather than ‘armchair’ judgments or responses
that potentially reflect experimentally-induced biases;

¢. provide co-occurrence data of many different kinds, i.e. not just those a particular
researcher may consider important;

d. and thus, allow for bottom-up identification of relevant distinctions as well as for
a more comprehensive description than is typically provided.

In this study, we will introduce a methodology that aims to provide the best of both worlds,
i.e. a precise, quantitative corpus-based approach that yields cognitive-linguistically rel-
evant resuits.
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2. Methods

Our method is based on two key concepts. One is the notion of ID fag as proposed by
Atkins (1987). The other is Hanks’s (1996) notion of Behavioral Profile, which we extend
from being restricted to complementation patterns and roles to include a comprehensive
inventory of elements co-occurring with a word within the confines of a simple clause or
sentence in actual speech and writing.

Our approach hinges on the assumption that the words or senses investigated are part
of a network of words/senses. In this network, elements which are similar to each other
are connected in such a way that the strength of the connection reflects the likelihood that
the elements display similar behavior in other linguistic subdomains. The corpus-based
method we will introduce focuses on co-occurrence information of symbolic units since
(i) the symbolic unit is considered the basic unit within a cognitive linguistic approach and
(ii) co-occurrences of this type are most easily accessible for a corpus-based approach.

The method involves the following four steps:

i. the retrieval of (a representative random sample of) all instances of a word's lemma
from a corpus;

ii. a (so far largely) manual analysis of many properties of the word forms (i.e. the an-
notation of the ID tags);

iii. the generation of a co-occurrence table;

iv. the evaluation of the table by means of exploratory and other statistical techniques.

The first three of these steps are concerned with data processing, and will be dealt with
in Section 2.1. The fourth step is concerned with how the resulting data can be evaluated
meaningfully; it will be covered in detail in Section 2.2.

2.1 Data processing

Let us go over the data processing steps in somewhat more detail. The first step involves
using a concordancing program, a programming language (e.g. R or Perl), or a corpus
interface to retrieve (a subset of) all hits for the lemmata of a word or words of interest.?

In the second step, all hits are annotated for the ID tags one wishes to include in the
analysis (cf. Section 4 below for discussion) in such a way that the results of the annotation
process can be imported into spreadsheet software at a later stage. The range of ID tags
that can be used is vast since virtually every linguistic level of analysis can be included.
Table 1 provides a summary of ID tags that have been used so far.?

2. Note in passing that we use lemmata in order to be able to investigate whether particular inflectional
forms behave differently from others. However, nothing in particular hinges on this decision and one
might just as well base the study on the frequencies resulting from combining all inflectional forms of a
lemma (cf. Gries to appear for discussion).

3. This list of ID tags results from our work on English and Russian. It is not exhaustive as far as senses
are concerned and could be extended with additional ID tags (from the same domains or others such as
phonology or pragmatics) or with ID tags manifested in other languages.
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Table 1. Selective overview of (kinds of) ID tags and their levels

Kind of ID tag ID tag Levels of ID tag
morphological tense present, past, future
mode infinitive, indicative, subjunctive, imperative, participle,
gerund
aspect imperfective vs. perfective
voice active vs. passive
number singular vs. plural
transitivity intransitive, monotransitive, copular, complex transitive
syntactic sentence type declarative, exclamative, imperative, interrogative
clause type main vs. dependent
type of dependent adverbial, appositive, relative, zero-relative, zero-subordina-
clause tor, etc.
semantic semantic types of concrete vs. abstract, animate (human, animal) vs. inani-
subjects, objects, etc. mate (event, phenomenon of nature, body part, organiza-

tion/institution, speech/text) etc.
countability of nouns count vs. mass

properties of the process physical actions, physical perception, communication,
denoted by the verb intellectual activities, emotions, etc.

controllability of actions high vs. medium vs. no controllability

adverbial/PP modifica-  temporal, locative, etc.
tion (if present)

negation present vs. absent, attached to which element

lexical collocates in precisely-  collocate , collocate,, ..., collocate,
defined syntactic slots
(i.e. collexemes)

Table 2. An excerpt from a co-occurrence table for fo run

Citation transitivity morph. form  clause type  sense

Bert’s now the priest who runs it monotrans present tense  depend to manage

I will run out of money intrans infinitive main to Jack

Troopers said the child ran into  intrans past tense depend to go very rapidly
the path of a passing car

The result of the second step is a table with co-occurrence information. In other words,
each row contains one citation of the word in question, each column contains an ID tag and
each cell contains the level of the ID tag for this citation. Table 2 contains an excerpt from
the table used for the analysis of polysemous run in English (with examples from the ICE-
GB). An analogous table for the investigation of near synonymous words would feature the
near synonym in the last column (instead of the sense of a polysemous word).

In a third step, this table is prepared for quantitative analysis; this step consists of
two phases. First, Table 2 is turned into a frequency table in a way that every row con-
tains a level of an ID tag while every column contains a sense of the polysemous word
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Table 3. Absolute co-occurrence frequencies of (levels of ID tags) and word senses

ID tag level of ID tag manage lack go very rapidly
transitivity intransitive 0 12 191
monotransitive 101 1 12
203
copular 0 1 0
complex transitive 0 0 0
morphological form  infinitive 25 1 43
present tense 15 5 i1
present participle 23 4 54 203
past tense 10 2 78
past participle 28 2 11
imperative 0 0 6

Table 4. Relative co-occurrence frequencies of (levels of ID tags) and word senses

ID tag level of ID tag manage lack go very rapidly

transitivity intransitive 0 0.8571 0.9409
monotransitive 1 0.0714 | SUM - 0059]
copular 0 0.0714 tol 0
complex transitive 0 0 0

morphological form  infinitive 0.2475 0.0714 0.2118
present tense 0.1485 0.3571 0.0542
present participle 0.2277 0.2857 sum  0.2660
past tense 0.0990 0.1429 tol 03842
past participle 0.2772 0.1429 0.0542
imperative 0.0000 0 0.0296

or one word of the set of near synonyms; consequently each cell in the table provides the
frequency of occurrence of the ID tags with the word/sense (cf. Table 3). The summed
frequencies within each ID tag must be the same: for the sense go very rapidly this means
that the sum of transitivity related ID tags (191+12) equals the sum of ID tags that capture
morphological form (43+11+54+78+11+6).

In order to compare senses that occur at different frequencies, the absolute frequen-
cies from Table 3 need to be turned into relative frequencies (i.e. within ID tag percent-
ages; cf. Table 4).

In a quantitative, narrow sense of the term, Table 3 and Table 4 form the behavioral
profile for a word/sense. In other words, each sense of a word or each near synonym within
a semantic domain is characterized by one co-occurrence vector of within-1D tag rela-
tive frequencies.? It is worth pointing out that this approach is compatible with at least
two of the criteria of the principled-polysemy framework, namely the concept-elabora-
tion criterion, positing distinct syntagmatic co-occurrence relations, and the grammatical
criterion, positing distinct grammatical constructions. In fact, one could even say that our

4. Thus, the notion of behavioral profile is not related to the concept of profiling in cognitive grammar.
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behavioral profile approach is based on taking these criteria and their manifestations as
seriously as present-day corpora and efficiency demands allow. The following section will
explain how behavioral profiles can be evaluated.

2.2 Evaluation

The vector-based behavioral profile can be subjected to a variety of quantitative approach-
es for further evaluation. There exist monofactorial and/or pairwise approaches as well as
more comprehensive techniques that account for more complex multifactorial patterns. In
Section 2.2.1, we will introduce some monofactorial methods, which will then be exempli-
fled in more detail on the basis of the English verb run in Section 3.1. In Section 2.2.2, we
will introduce a multifactorial cluster-analytic method, the application of that method to
Russian verbs that express 'try’ will be exemplified in Section 3.2.

2.2.1 Monofactorial evaluation

The most straightforward ways of analyzing behavioral profiles are looking at both token
frequencies and type frequencies. Let us start with token frequencies. A useful first strat-
egy is identifying in the corpus the most frequent senses of the word(s) one is investigating
or the most frequent words within the semantic field studied. So far, our discussion has
been non-committal with respect to the type of corpus investigated, but depending on
the corpus the identification of the most frequently occurring word(s) or sense(s) may
license different conclusions. In a general synchronic corpus, overall token frequency may
be correlated with the degree of entrenchment of a word sense or of a word in a semantic
field as well as its prototypicality (cf. Geeraerts 1988:222; Winters 1990). In an acquisition
corpus, tracking high percentages of senses and words across time and monitoring how
they change over time may license conclusions about the ease of acquisition of senses and
words as well as straightforward ways of semantic extension. In a diachronic corpus, the
same procedure allows us to concentrate on the historical primacy of senses or words as
well as on possible paths of extension and grammaticalization. While corpus-based work
has been carried out in all of these areas, it typically takes a slightly more restricted stance
in that the behavioral profiles entering into the analyses tend to be confined to many fewer
ID tags than we propose.

While the inspection of frequencies is ultimately based on high token frequencies of
particular ID tags, inspecting the type frequencies of ID tags is also revealing. Type fre-
quencies should be ‘normalized’, i.e. the number of ID tags should be corrected against
the overall frequency of occurrence of the sense or word (for instance, by dividing the
number of observed ID tag types by the frequency of occurrence of that sense or word).
The word senses or words with the highest number of non-zero values, i.e. the highest
number of different ID tags, found in the behavioral profile correspond to unmarked
senses or words since these senses/words exhibit the fewest restrictions concerning the
range of ID tags applicable to them. Again, this may be an interesting finding in it-
self, as there is a positive though by no means absolute correlation between markedness
and prototypicality (cf. Lakoff 1987:60-61) which may be worth exploring. Yet, data of
this type also allow the identification of exactly those cases where the co-occurrences of
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senses/words and particular [D tags seem impossible, which in turn invites interesting
semantic conclusions. Croft (1998:169), for example, argues that disjoint syntactic-se-
mantic distributions of otherwise similar senses support splitting senses as opposed to
lumping them together.®

In addition, the distributional form in which the data come allows for more techni-
cal approaches from computational linguistics, where vectorized data underlie work on
the semantic similarity of words, document clustering, and information retrieval (cf.
Manning and Schiitze 2000:Section 8.5). Moreover, the behavioral profile facilitates
quantifying (and, thus, rank-ordering) senses or words in terms of their pairwise simi-
larity (for more complex approaches, cf. Section 2.2.2 below); this goal can be achieved
by computing any of several available similarity measures for vectors such as standard
correlation coefficients, cosines, or other more complex indices. For example, network-
inspired analyses of polysemous words require decisions as to where to locate senses
in the network, and one way of approaching this issue is to first determine the high-
est pairwise similarities of the senses/words in question and then connect them to the
senses/words they are most similar to.

One common characteristic of all of the above listed techniques is that they are mono-
factorial. That is, they are built either on vectors, i.e. one-dimensional distributions of
percentages, or on pairwise similarities between vectors. However, the behavioral profile
approach we are promoting here has more to offer and in the next section we will outline
how multifactorial techniques can be brought to bear on the issues raised so far.

2.2.2 Multifactorial evaluation

There is quite a number of multifactorial techniques that could be applied to extract rele-
vant information from behavioral profiles; we will restrict our attention to the exploratory
technique of hierarchical agglomerative cluster analysis since it has been applied most
frequently in related domains (cf. Manning and Schiitze 2000: Chapter 14 for examples
and discussion).® The kind of cluster analysis that we advocate can be seen as consisting of
three different steps, which we will discuss in turn.

The first step of the analysis consists of the hierarchical agglomerative cluster analy-
sis proper of the joint behavioral profiles under investigation. Hierarchical agglomera-
tive cluster (HAC) analysis is a family of methods that aims at identifying and represent-
ing (dis)similarity relations between different items; cf. Kaufman and Rousseeuw (1990)

5. It may likewise be possible to use the distributional data for exploring the acquisition of senses/words
in a way complementing the approach mentioned above: equally frequent senses/words may differ in
terms of their co-occurrence restrictions. A viable question would then be whether the more widely dis-
tributed senses/words give rise to extension of the category earlier than the more restricted ones. A similar
logic applies to the case of diachronic corpora; cf. Bybee and Thompson (1997) for a pertinent discussion
on type vs. token frequencies.

6. Techniques other than cluster analyses that can be applied to the kind of data discussed are singular
value decomposition techniques (such as factor analyses or LSA), techniques for the multidimensional
analysis of frequency tables (such as loglinear analysis or configural frequency analysis) and tree-based
classification methods.
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for a general discussion of clustering. Usually, clustering is performed on the basis of
variables that characterize the items or on the basis of a (dis)similarity matrix of the
items. In the TRY case, 1,585 corpus extractions that include examples for all nine near-
synonymous verbs were tagged for 87 variables, i.e. our ID tags (a selection of which is
shown in Table 1). Assigning ID tags to extractions resulted in the dataset represented in
Table 4 above. Table 4 needs to be turned into a similarity/dissimilarity matrix, however,
which can be done by means of a suitable similarity/dissimilarity measure. Since there
are several measures available which differ along one or more parameters and thus may
yield different cluster solutions, it is impossible to recommend any one specific measure:
what is most suitable in one case (or with one set of assumptions one has about the data)
may not work in another. It is probably fair to say that Euclidean distances (or squared
Euclidean distances if one wants to ‘punish’ outliers) are among the most widely used
measures in linguistic analyses.

Once the similarity/dissimilarity matrix has been generated, an amalgamation strat-
egy has to be selected. An amalgamation strategy is an algorithm that defines how the
elements that need to be clustered will be joined together on the basis of the variables or
ID tags that they were inspected for. Again, the same caveats apply as for the generation of
the similarity/dissimilarity matrix. One of the most widely used amalgamation strategies
is Ward’s rule: it is conceptually similar to the logic underlying analysis of variance and
typically yields moderately sized clusters.”

The result of such an analysis is a hierarchical tree diagram representing, in the ideal
case, several relatively easily distinguishable clusters that are characterized by high within-
cluster similarity and low between-cluster similarity. Often, the information gleaned from
such a diagram is revealing in itself since the diagram summarizes conveniently what a
human analyst could hardly discern given the complexity of a multifactorial data set.

The second step of the analysis consists of a detailed analysis of the clustering solution
which (i) assesses the ‘cleanliness’ of the tree diagram and (ii) focuses on precisely those
kinds of similarity that emerge most clearly from the tree diagram: between-cluster simi-
larity and within-cluster similarity (cf. Backhaus et al. 2003: Chapter 8). As to the former,
by a variant of the F-test also used in analyses of variance, it is possible to determine how
homogenous the obtained clusters are. Obviously, the more homogenous the clusters are,
the easier the interpretation of the between-cluster differences will be. As to the latter, it
is possible to use t-values to determine which of the ID tags used reflect between-cluster
differences best. More specifically, one can compute a ¢-value for each ID tag for each
cluster such that a positive/negative t-value of an ID tag for a cluster indicates that this ID
tag is respectively over-represented or under-represented in that cluster. This way, it is, for
instance, possible to identify ID tags that have a positive t-value in one cluster and nega-
tive values in all other clusters, thus revealing the scales of variation that matter most for
the clustering solution.

7. An alternative possibility is the choice of a phylogenetic clustering algorithm (cf. Felsenstein 2005 for
an implementation), which does not require all elements that need to be clustered to be merged into a
single root.
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The third and final step consists of a similarly detailed analysis of the within-cluster
differences. The fact that a cluster analysis has grouped together particular senses/words
does not necessarily imply that these senses or words are identical or even highly simi-
lar - it only shows that these senses/words are more similar to each other than they are to
the rest of the senses/words investigated. By means of standardized z-scores, one can tease
apart the difference between otherwise highly similar senses/words and shed light on what
the internal structure of a cluster looks like.

While the discussion has been relatively abstract so far, we will now present several
examples to illustrate how the methods introduced above can be put to use.

3.  Examples

In this section, we will discuss examples from a case study on an extremely polysemous
English verb (Section 3.1) and from a case study of nine near synonymous Russian verbs
(Section 3.2).

3.1 Polysemy: The English verb run

The examples to be discussed in this section are taken from Gries (2006) that deals with
the highly polysemous English verb run.® The analysis is carried out using 815 citations of
the verb lemma run from two corpora; each citation was coded for the senses they instan-
tiate within their respective contexts as well as for 252 ID tags of the types given in Table 1;
many of the ID tags in this study code the presence/absence of particular collocates.

Let us begin with the issue of how one-dimensional vectors (frequency distributions)
can be exploited to address the question of prototypical word senses, an issue where cor-
pus data can be applied in a versatile way. In this case, the corpus data clearly single out
one sense, namely the sense ‘fast pedestrian motion’ This is the sense that is

- diachronically primary: together with ‘flow’ it is the earliest attested sense;

- diachronically primary for the zero-derived noun run;

- synchronically most frequent in the analyzed corpora;

- synchronically most frequent for the zero-derived noun in the analyzed corpora;

- acquisitionally primary in the sense of being acquired earliest;

- acquisitionally most frequent (counts from data for Abe, Adam, Eve, Naomi, Nina,
Peter, and Sarah from the CHILDES database; cf. MacWhinney 2000);

- combinatorially least constrained in the analyzed corpora (given its number of 1D
tags normalized against frequency of occurrence).

8. Cf. Langacker (1988) and Taylor (1996, 2000) for cognitive-linguistic but methodologically very dif-
ferent studies of the verb run.
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Vectors can likewise be used to identify disjoint distributions, as the examples of ‘fast pe-
destrian motion’ and ‘escape’ show. Applying Croft’s (1998) logic, for example, one would
not consider the senses instantiated in (1a) and (1b) as different merely because their PPs
highlight different landmarks. This is so because there are also examples like (2) in which
the two kinds of PPs - SOURCE and GOAL - co-occur, showing that the distribution of
the PPs is not disjoint.

(1) a. and we ran back [, to my car]
b.  Durkin and Calhoun came running {s;;pcp from the post]

(2) Iran [(qypcp from the Archive studio] [, to the Start The Week studio]

However, there are other senses, intuitively very similar, which are likely candidates for
being lumped together. For example, there are two senses that could both be paraphrased
as ‘escape;, but one of them involves moving away from something undesirable while the
other involves moving away to engage in a romantic relationship. Interestingly, the former
(see (3)) is attested with a SOURCE but not with a comitative argument whereas the latter
(see (4)) is attested with a comitative but not with a SOURCE although both unattested
combinations are conceivable.

(3) He wanted to know if my father had beaten me or my mother had run away
lsource from home]

(4) If Adelia had felt about someone as H. felt about C., would she have run away

I,
lcomrrarrve With him}?

While the results of a corpus-based application of the criterion of disjoint distribution
are certainly dependent on sample sizes, they indicate - in the absence of evidence to the
contrary - that the two ‘escape’ senses should not be lumped together. Once it has been de-
cided to keep these senses separate the question arises of where to connect them to the rest
of the network. One possible point of connection would be the sense of ‘fast pedestrian
motion. Yet, not all the instances of the ‘escape’ senses imply fast pedestrian motion: some
merely imply ‘fast motion’ or only ‘motion’. ‘Motion’ would therefore also be a plausible
candidate sense for the connection. This issue can be solved by making use of the informa-
tion contained in the behavioral profile for each sense. Pearson product moment correla-
tions were computed for all pairs of senses in order to determine the average correlation
of all senses but also to find out which of the three candidate senses are most similar to the
two ‘escape’ senses that need to be connected. While the overall average correlation (after
Fisher Z transformation) was moderate (r = 0.545), the average correlation of the two ‘es-
cape’ senses and the three ‘motion’ senses was considerably higher (r = 0.848), supporting
the intuition that these senses are in fact closely related, at least much more than they are
related to the multitude of other senses that run can have. When the question of where to
attach the two ‘escape’ senses was investigated using a smaller set of ID tags (omitting col-
location-based ID tags lest individual collocates distort the picture), a surprisingly clear
answer emerged. The two ‘escape’ senses were significantly more similar to ‘fast pedestrian
motion’ than to the other two senses, which in turn did not differ significantly from each
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other. This result provides evidence for attaching the two ‘escape’ senses to the prototypi-
cal sense as opposed to the two slightly more general senses.’

So far the examples presented involved only monofactorial data (for considerations
of space, the cluster-analytic results presented in Gries 2006 are not discussed here). The
following section will provide detailed exemplification of how cluster analyses and their
follow-up investigation can be useful for the lexical semanticist.

3.2 Near synonymy: Russian verbs meaning fry

In this section, based on Divjak and Gries (2006), we show how clustering behavioral
profiles and evaluating clusters and verbs in terms of ¢-values and z-scores provide us with
scales of variation for describing and distinguishing near synonyms in a fine-grained lexi-
cal semantic analysis. Divjak and Gries (2006) analyze 1,585 sentences each containing
one out of nine Russian verbs that, in combination with an infinitive, express try. Since the
verbs in question differ strongly in terms of their frequencies, the sentences were culled
from several sources, keeping the genre constant: the Amsterdam corpus, the Russian
National Corpus, and the WWW (cf. Divjak and Gries 2006: 54, note 6 for detailed discus-
sion of the sampling procedure); Table 5 sketches the composition of the data set.

All 1,585 sentences were annotated for 87 ID tags; as a result, for each of the nine
verbs a behavioral profile vector was obtained of the sort exemplified in Table 4. This da-
taset was analyzed using a hierarchical agglomerative cluster analysis (similarity metric:
Canberra; amalgamation strategy: Ward), resulting in the dendrogram presented in Fig-
ure 1. The tree plot shows what is similar and what is different: items that are clustered or
amalgamated early are similar, and items that are amalgamated late are rather dissimilar.

For example, it is obvious that pytatsja and starat’sja are much more similar to each
other than, say, probovat’ and norovit’, which are only linked in the last overarching clus-
ter. At the same time, the plot gives an indication of how independent the clusters are: the
larger the distance between different points of amalgamation, the more autonomous the
earlier verb/cluster is from the verb/cluster with which it is merged later. In the present
case, the plot clearly consists of three clusters.

Table 5. Composition of the dataset analyzed in Divjak and Gries (2006)

Verb N (AC/RNC/Web) Verb N (AC/RNC/Web)
probovat’ 246/ -/ - poryvatsja 31/88/-
pytatsia 247 /-1 - t3¢itsja 21/30/21
starat’sja 248/ -/ - pyzitsja -/-/98

silitsja 57/185/ - tuzitsia -/-153

norovit’ 112/148/ -

9. Of course, this method is not restricted to cases where one sense needs to be attached to only one
other sense. In cases where multiple attachments are desired, the correlations can still be used to rank or
delimit the candidate set of senses to which another sense can be reasonably attached. Also, nothing hing-
es on the choice of the Pearson product moment correlation: as indicated above, other measures could be
employed; in this particular case, the cosine measure was also tested and yielded the same conclusions.
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Figure 1. Dendrogram for tentative verbs in Russian

A cognitive approach to language and particularly to the incorporation of knowl-
edge about human categorization mechanisms into linguistics provides interesting per-
spectives for a unified interpretation of the data. On the cognitive linguistic approach,
(linguistic) categories may exhibit prototype effects and instantiate radial networks of
related expressions with semantically motivated connections (Lakoff 1987: Chapter 6).1°
In order to investigate the nature of the three categories suggested by the dendrogram
more thoroughly, between- and within-cluster similarities and differences were inspect-
ed using t-values and z-scores (cf. above); limitations of space permit only a selection of
the results to be discussed.

The first cluster groups together [[pytatsja and starat'sja] and probovat’]. All verbs in
this cluster are more easily used in the main clause (¢ = 0.821) than verbs from the other
two clusters. Although all three verbs exist in the imperfective and perfective aspect and
do occur in both aspects, variables that include reference to the perfective aspect (i.e. refer
to past and future events) are three times more frequent in the top 25 t-scores that are
positive for this cluster and negative for other clusters (t-values range from 0.667 to 1.201).
In addition, the infinitive that follows the tentative verb is more often negated (¢ = 0.702)
and expresses physical activities (f = 0.599), events that are figurative extensions of motion
events (t = 0.465) or involve setting a theme/patient into motion (¢ = 0.4). Finally, strongly

10. Although the HAC dendrogram presented in Figure 1 can be manually transformed into a radial
network representation, Divjak and Gries (2006) backed up their results by analyzing the distance matrix
resulting from the behavioral profiles using a phylogenetic clustering algorithm, the Fitch program from
the PHYLIP package (Felsenstein 2005). The results were for all practical purposes identical; cf. Divjak
and Gries (2006: Section 3) for discussion.
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attracted optional collocates express that the subject got permission to carry out the infini-
tive action (using pust’, t = 1.008), that the attempt was untimely brought to a halt (with
bylo, t = 0.982), that the subject was exhorted to undertake an attempt (¢ = 0.832) and that
the intensity with which the attempt was carried out was reduced (1 = 0.667).

In the middle, there is a cluster that unites the imperfective verbs [¢5¢it’sja and pyZitsja
and tuzitsja]. All three verbs lack a perfective counterpart and prefer the present tense
more than verbs in the two other clusters (f = 1.047 for present tense with a perfective in-
finitive and t = 0.711 for the present tense followed by an imperfective infinitive). Among
the most strongly represented variables we encounter the verbs compatibility with in-
animate subjects, both concrete and abstract (¢ ranges from 1.108 to 1.276), as well as
with groups or institutions (= 1.297). Actions expressed by the infinitive are physical
(t = 0.176), affect a theme/patient (t = 0.352), are metaphorical extensions of physical ac-
tions (¢ = 0.999), or physical actions affecting a theme/patient (¢ = 0.175). Focus is on the
vainness (f = 0.962 for vainness combined with intensity) of the durative effort (¢t = 0.750
for duration adverbs).

The third cluster, amalgamated last into the overarching cluster, consists of [[norovit’
and poryvatsja] and silitsja]. These verbs prefer to occur as participles (f’s range from
0.632 to 1.214). The infinitive actions that are attempted express a type of physical motion
(t = 0.924) that is often not controllable (t = 0.548). The action can be carried out by an
inanimate subject (f = 0.809 for phenomena of nature and t = 0.774 for bodyparts) and are
often repeated (¢ ranges from 0.678 to 1.092). If the attempt remains unsuccessful, both
external (¢t = 0.627) and internal (t = 0.429) reasons are given for the failure.

Apart from between-cluster differences that are revealed by means of t-scores, z-val-
ues make within-cluster similarities and differences visible. As an illustration, let us look
at the three most frequently used verbs, i.e. the verbs in the first cluster [[pytatsja and
staratsja] and probovat’]. The two verbs that are clustered first, pytatsja and staratsja, re-
semble each other to a large extent, yet a close inspection of their distributional properties
reveals that pytatsja is more strongly attracted to occurring in the past tense (with z’s
ranging from 1.092 to 1.155, all with perfective infinitives) whereas starat’sja is relatively
more often found in the present tense (z = 1.153 with imperfective infinitives). Pytat’sja
is not particularly attracted to weakly controllable actions (z = -1.097) whereas starat’sja
avoids controllable actions (z = -1.049). Staratsja combines, among other things, with
passive perception verbs (z = 1.134), whereas pytatsja goes well with mental activities
(z =1.139). Starat’sja is frequently found with a negated infinitive (z = 1.151), thus indi-
cating that the subject is avoiding an event that might take place. Easiest to interpret is the
verbs’ preference for different adverbs: starat’sja is most strongly characterized by adverbs
that express repetitive duration (vsé vremja, z = 1.155), reduced intensity (z = 1.155), and
intensity (z = 1.101), whereas pytat’sja prefers repetition (z = 1.111). In other words, if one
has already applied pytatsja without success, a possible way to achieve the desired result
despite the initial failure is by using what is encoded in starat’sja (cf. (5)).
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(5) Om ybpan Masepa u JleoHoBNYa, MOCTApaeTCsi TO JKe Npofenarh ¢ KasakoBbIM (yie
nvimancs), v BecbMa Bo3MoxHo, ¢ Cos-Cepko.
[®. Hesnanckuit, ApMapka B COKONbHUKAX]
‘He took away Mazer and Leonovi¢, is trying (hard) [starat’sja] to do the same with Kazakov
(he has already tried {pytat’sja]), and it is very likely, with Soja-Serko’

Added to [pytat’sja and starat’sja] is the verb probovat’ that is rather dissimilar. This verb
occurs preferably in a main clause (z=1.127), and is not typically found in declarative
clauses (z = ~1.148). Tags that refer to perfective aspect receive the highest z-scores for
[probovat’], ranging from 1.003 to 1.155. Although all three verbs in this cluster have
a perfective counterpart formed by means of the delimitative prefix po-, po/probovat’
significantly prefers the perfective aspect in 74.8% of all examples while pytatsja and
starat’sja, by contrast, significantly prefer the imperfective aspect, i.e. in 79.6% and 83%
of all cases respectively (y* =222.72; df = 2; p < 0.001, Cramer’s V = 0.548). Related to
the more frequent use of perfective forms is the possibility of locating the attempt in the
future (z = 1.003 for combinations with imperfective infinitives and z = 1.044 with perfec-
tive infinitives), as well as a considerable relative dispreference for the present tense (z’s
ranges from = -0.632 to —1.154). Finally, probovat’ is the only verb that is often found in
the imperative mode (with z’s ranging from 1.092 to 1.134). In interpretive terms, the
node [probovat’] uses the perfective to present each try as a completed entity. This allows
the subject to change method or strategy between attempts, which might be what makes
this verb resemble experiments {cf. Wierzbicka 1988:309; Apresjan et al. 1999:304). An
experimental attempt is also demanded more easily from another person than attempts
that require long and/or intense effort, hence the higher frequency of the imperative and
attraction of exhortative particles (z = 1.121). Failure can be attributed to internal and ex-
ternal factors alike (4.9%, z=1.155 and 11%, z = 1.151). In all, probovat’ seems to be less
intensive than pytatsja (and starat’sja), as example (6) shows.

(6) Bum yxe npoGoBan Ha Hee HACTYIIMTD, HO [I0KA €lIe TAK, HEMHONMKO — MONbKO Npobo-
saz. [I. Tpynonsckuit, benbiit bum uepHOE yXO]
‘Bim had already tried [probovat’] to step on her, but just like that, a little bit, he had only
tried {probovat’]’

The multifactorial evaluation we propose comprises a set of both exploratory and hypoth-
esis-testing statistical techniques for analyzing corpus-based behavioral profiles. We have
illustrated how, on the basis of these results, the internal structure of a cluster of near syn-
onymous verbs can be laid bare and the verbs in those clusters can be compared.

4. Conclusion

We hope to have shown that behavioral profiles and the proposed methods for their evalu-
ation are valuable for the analysis of polysemous and near synonymous items in particular
as well as for lexical-semantic research in general. Moreover, behavioral profiles provide
an ideal starting point for research concerning interfaces between different levels of lin-
guistic analysis, e.g. the syntax-lexis interface, and offer a wealth of usage-based evidence
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for cognitive linguistic theorizing concerning network representations, prototypicality of
senses, sense-distinctions and the polysemy-homonymy discussion to name but a few. In
addition, results of this type may also be relevant for researchers from neighboring disci-
plines, such as psycholinguistics: behavioral profiles can be used in formulating and evalu-
ating hypotheses concerning the interaction between grammar and lexicon in language
acquisition as well as with respect to the mental reality of radial categories (cf. Divjak
and Gries 2008). Conveniently, a program for converting annotated data into behavioral-
profile vectors and computing cluster-analytic statistics is now available (cf. Gries 2008).

Our plea for a corpus-based approach does not imply adherence to a fully automated
approach, however. At present there is no reliable way for assigning (many) ID tags auto-
matically and neither can a machine interpret statistical results. Although human inter-
vention rules out complete objectivity, we do claim that our methodology is more objec-
tive than many others currently available. The proposed approach requires all information
entering into the analysis to be made explicit: it is necessary to define and operationalize
every 1D tag since it is only through frequency counts of ID tags that information can be
included. In other words, our method helps to minimize the share of subjective, implicit
knowledge. In addition, while the choice of ID tags to be included in the analysis and the
subsequent interpretation of the results contain elements of subjectivity — as does, if to a
lesser degree, the annotation/coding of the dataset - a substantial part of the analysis is
entirely objective. For example, an analyst cannot simply select parameters or ID tags for
interpretation ad libitum, but is strongly constrained by the statistical results which were
arrived at in an objective and replicable way (a hierarchical agglomerative cluster analysis
can be defined precisely in terms of its mathematical settings). Thus, if, say, a t-score does
not differentiate (significantly) between clusters, the analyst cannot belabor its impor-
tance however much his theoretical commitment would require him to. For these reasons
we submit that the behavioral profile approach as outlined above is an improvement over
many other methodological tools in the domain of lexical semantics in general and cogni-
tive lexical semantics in particular.
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Polysemy, syntax, and variation

A usage-based method for Cognitive Semantics

Dylan Glynn

1. Introduction

The study of polysemy has a venerable tradition in Cognitive Linguistics.! Since the pio-
neering of work of Dirven (1981), Radden (1981), Brugman (1983), Lindner (1983), and
Vandeloise (1984), the Lexical Network approach to spatial prepositions has proven to be
one of the most important contributions of the cognitive paradigm.? However, at both a
theoretical and methodological level, this network approach to sense variation has recently
come under fire. This study examines a methodological proposal that answers some of the
criticisms that a cognitive approach to polysemy faces. The basic premise is to conserve
the network model, but to complement this with another method: a corpus-driven quan-
tified and multifactorial method. Such an approach employs a kind of componentional
analysis that identifies clusters of features across large numbers of speech events. In other
words, rather than analyse the possible meanings of a lexeme, a polysemic network should
“fall out” from an analysis that identifies clusters of the cognitive-functional features of
a lexeme’s usage. These features do not in any way resemble those of the Structuralist
componentional analyses, since they are not based on a hypothetical semantic system, but
describe instances of real language usage and are based upon encyclopaedic semantics of
that language use in context.

This usage-based approach is gaining wide currency in Cognitive Linguistics, attested
by the wide range of edited volumes dedicated to the subject (Gries and Stefanowitsch
2006; Stefanowitsch and Gries 2006; Zeschel 2008; Glynn and Fischer in press; Newman
and Rice in press; Glynn and Robinson forthcoming). We will refer to this approach as the
Quantitative Multifactorial method. The discussion begins by briefly covering the current
state of the art of polysemy study in cognitive linguistics, where we underline the need for
the implementation of this method and how it may cooperate with existing analytical mod-
els. In Section 2, the discussion moves to the description of the Quantitative Multifactorial
method, and finally the third section examines a case study of the English lexeme hassle.

1. Thanks are due to Tine Breban, Sofie van Gijsel, and Koen Pleveots. All shortcomings are my own.

2. Some variations upon and applications of this approach include Schulze (1988, 1994), Hottenroth
(1991), Geeraerts (1992), Cuyckens (1993, 1994, 1995), Boers (1996), Bellavia (1996), and Meex (2001).
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2. Semasiology: Vagueness, polysemy, and the lexical network

Two groundbreaking studies demonstrate inherent weaknesses in what had become the
standard radial model or lexical network approach to the identification sense variation in
Cognitive Linguistics. These studies, Sandra and Rice (1995) and Tyler and Evans (2001),
have led to a fundamental reconsideration of the conceptual reality represented by net-
work modelling, bringing the validity of such an approach into question. The first study,
by Sandra and Rice (1995), led to a debate that questions the psychological reality of sense
distinctions proposed by the method and, through the use of psycholinguistic experimen-
tation, raises serious doubts about the validity of the results.* The second, more theoretical
study by Tyler and Evans (2001) uses the very logic that led to the cognitive modelling of
sense networks to demonstrate that the network model is flawed.

Thus far, solutions designed to resolve the shortcomings of the lexical network model
decline into three approaches.? Firstly, following the psycholinguistic tests of Sandra and
Rice (1995), one may turn to an experimental solution to the unverifiable nature of intu-
ition in sense identification and distinction. To these ends, attempts at developing psy-
cholinguistic methods of testing have been pursued. This approach, examples of which
include Cuyckens et al. (1997), Sandra and Cuyckens (1999), and Rice et al. (1999), makes
the assumption that psycholinguistic experiments are a more reliable method than intu-
ition for the identification of polysemic structures.

The second and third proposed solutions are analytical rather than methodological.
One of these analytical solutions is to posit different “types” of polysemy. For instance,
Kleiber (1983, 1999), Herskovits (1988), Vandeloise (1990), Deane (1988, 2006), and
Glynn (2003, 2006b, 2006¢) stress the need to distinguish functional and/or grammatical
polysemy from conceptual polysemy.® The assumption here is that, for example, a mean-
ing extension may be the result of the interaction between the conceptual meaning as-
sociated with a lexeme and the meaning associated with a given grammatical category.
Or, similarly, a socially determined function, such as implicature, may be the motivation
behind a semantic extension.

The other analytical solution, developed by Tyler and Evans (2001, 2003), Evans and
Tyler (2004a, 2004b), and Evans (2004, 2005), is named the Principled Polysemy Model
and uses predetermined criteria to constrain the proposal of novel senses. This method im-
proves on previous models precisely because sense distinction criteria are overtly specified.
By doing this, the approach takes the bull by the horns and begins with the fundamental

3. The debate, exemplified by Croft (1998), Sandra (1998), and Tuggy (1999) follows from an earlier
discussion over vagueness and polysemy, cf. Geeraerts (1993), and Tuggy (1993).

4. Other than the three approaches discussed here, there exist a range of other descriptive models more
or less built on or derived from the lexical network model. Taylor (2003b) offers a summary of many of
these. The crux of the issue is categorisation. Cf. Geeraerts (1989, 1990, 1997, 2000, 2006b), Lehrer (1990),
Taylor (1993, 2003a), Cruse (1995), Lewandowska (2002, 2007), and Zlatev (2003).

s. This idea flows from the current trends in Structuralist linguistics that maintain a distinction between
langue and parole. Cf. Fuchs (1987, 1991), Picoche (1994), Victorri and Fuchs (1996), and Rémi-Giraud
and Panier (2003) for examples of contemporary Structuralist approaches to polysemy.
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question: upon what grounds do we distinguish senses? However, both these analytical
solutions (the principled and functional-conceptual) to solving the quandary of sense dis-
tinction suffer from the problems that the original Structuralist approach faced: intuition-
based methods of investigation necessarily use intensional hermeneutic means for applying
their criteria. For example, no matter how clearly set out, the three distinct sense criteria of
the Principled Polysemy approach must be applied to language examples and human judg-
ments must be made as to whether these criteria are met.

Nevertheless, every methodology has its strengths and weaknesses. The recent work
using the Principled Polysemy approach has met with success because it focuses on pre-
cisely the problem at hand rendering the method's inherent weakness open to scrutiny
and thus verification. It is thus that the Principled Polysemy approach seeks to resolve
the tricky balance between what semantic variation is inherently associated with a given
form and what semantic extensions this form-meaning pair may allow in given contexts.
This, of course, brings us to the well-known vagueness versus polysemy debate. Principled
Polysemy Modelling of Lexical Networks seeks precisely to elucidate the vague polysemic
distinction through the proposal of criteria to distinguish “semantic elaborations” from
“sanctioning senses” (Evans 2005:38-40, 41-45).

A priori, all cognitive-functional research accepts axiomatically that “[word] mean-
ing is highly context-sensitive, and thus mutable” (Evans 2005:71). The question for a lin-
guist faced with such an unstable object of study is not how to render sense variation more
stable, but how to reveal structure in its variation. Zelinksy-Wibbelt (2000) poses this
fundamental question for the study of polysemy: “Is polysemy a case of lexical representa-
tion or rather ... a case of contextual differentiation?” (Zelinksy-Wibbelt 2000: 144). Her
discussion is surely amongst the most level-headed on the subject of how to distinguish
entrenched sense variation from context-dependent variation. Theoretically in line with
Tyler and Evans's (2001) premise, Zelinsky-Wibbelt phrases the problem as a method-
ological question: in the description of polysemy, “what should be represented at the level
of the lexicon and what should be computed by contextual functions?” (Zelinksy-Wibbelt
2000: 145).

At play here is the role of real-time processing versus learnt-automated structure.
Necessarily, the former is how one deals with context-dependent meaning production and
the latter with entrenched meaning structure. Just as Tyler and Evans (2001:726) cite uni-
versal cognitive processes as a means for explaining the interaction between entrenched
lexical reference and contextual information, Zelinksy-Wibbelt poses her methodological
question in the context of the basic cognitive process of construal. Here, she echoes the
proposal of Kreitzer (1997) that context-dependent construal is an effective means for ex-
plaining much sense variation.® She stresses that speakers “negotiate the reorganization of
the same concept in potentially infinitely many ways. Vagueness ... represents the speaker’s
underlying continuum of knowledge from which their communicative ability of negoti-
ating the relevant boundaries of meaning proceeds” (Zelinksy-Wibbelt 2000: 146). Tyler
and Evans (2001:726) stress this same point, arguing that the standard Lexical Network

6. Obviously, the role of different types of cognition in polysemy is a common theme in the literature.
Within Cognitive Linguistics, Deane (1988) was probably the first to stress its importance.
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approach to polysemy “fail(s] to distinguish between what is coded by a lexical expression
and the information that must be derived from context. [Such approaches] fail to take
account of meaning construction as a process.” They also follow Kreitzer and Zelinksy-
Wibbelt in the use of construal to explain context-dependent polysemy. This brings us to
the obvious conclusion that we should base the description of polysemy, and the structures
that organise context-dependent construal of sense, on examples of usage, i.e. on examples
of how speakers negotiate this basic cognitive and communicative phenomenon.

A Quantitative Multifactorial method aims to fulfil this role, not by adopting an ana-
Iytical solution, but through a usage-based approach. In this, instead of identifying differ-
ent senses, one looks for patterns of usage in terms of relative frequency. Its results may
complement psycholinguistic testing to corroborate the hypothetical models of polysemy
based on intuition. However, it is important to note here that corpus-driven and psycho-
logically tested results cannot disprove intuitive results. This is because no corpus is large
enough to account for every possibility and no set of informants large enough to represent
the collective speakers of a speech community. Indeed, as we will see, intuitive methods,
such as the Principled Polysemy Model, remain essential. However, usage-based quan-
titative results can complement the intuition-based study of polysemy by verifying core
senses and offering information as to the relative semasiological structure of a lexeme.
Since a corpus-driven method is inherently restricted to core senses, it cannot serve as a
means for constraining the lexical network model. Nevertheless, depending on the repre-
sentativity of the corpus, results can be argued to describe the most conceptually salient
usages of a lexeme or its prototype structure, as well as capture differences between regis-
ter and dialect. Moreover, and perhaps most importantly, it may reveal how such factors
affect each other in the semantic structure of a lexeme. In other words, for a given register,
speech situation, or dialect, one reading of a word may be more salient than another.
This last point is one of the main advantages of a quantitative method. The multifactorial
nature of language use may be rigorously described where, in intuition-based study, one
cannot adequately account for the interaction of the different contextual parameters that
affect meaning and usage.

Cognitive Linguistics is a usage-based approach to language (Langacker 1988, 2000)
and, as such, must necessarily account for the complexities of language as a social phe-
nomenon. This theoretical tenet means that a cognitive approach must necessarily con-
sider extralinguistic parameters. Geeraerts’ plenary lecture at the 8th International Cogni-
tive Linguistics Conference (published Geeraerts 2005) stressed the inevitability of Social
Cognitive Linguistics, a point re-iterated by Croft (this volume) in the opening plenary of
the first UK Cognitive Linguistics Conference.” The question is not if we need to account
for variables such as dialect, sociolect, and register, but how our analytical apparatuses can
account for this complexity. The advantage of the Quantitative Multifactorial method is
that this information is inherent to the analysis.

7. Kemmer’s keynote at the First International Conference of the Swedish Cognitive Linguistics As-
sociation joins the chorus arguing this point. Some other recent publications to press this argument
include Tummers et al. (2005), Geeraerts (2006), Grondelaers et al. (2007), Heylen et al. (2008), and
Glynn (in press).
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The Quantitative Multifactorial method has, in fact, a well-established tradition in
Cognitive Linguistics, but principally in the study of onomasiology and parasynonymy.
Indeed, some of the earliest cognitive lexical research was quantitative, multifactorial, and
usage-based. The early corpus-driven work of Dirven et al. (1982) and the elicitation-based
research of Lehrer (1982) are excellent examples of this method. The approach slowly gained
momentum with studies such as those of Zelinsky-Wibbelt (1986, 1993), Rudzka-Ostyn
(1989, 1995), Schmid (1993), Geeraerts et al. (1994), Atkins (1994), Lemmens (1998), and
Geeraerts (1999).

It is in light of the success of this research that Cognitive Linguistics has recently seen
a blossoming in quantitative corpus-driven methodology. The use of such methods in
the study of lexical and syntactic parasynonymy now represents an important line of re-
search in Cognitive Linguistics. Amongst others, Fischer (2000), Schmid (2000), Gilquin
(2003, 2006), Gries (2003, 2006), Grondelaers and Geeraerts (2003), Glynn (2004b, in
press, forthcoming), Newman and Rice (2004, 2006), Heylen (2005), Dmitrieva (2005),
Divjak (2006) Divjak and Gries (2006), Lemmens (2006), Wulff (2006, et al. 2007), Janda
(2007), Frohning (2008), Gries and Divjak (this volume), Colleman (in press), and Janda
and Solovyev (forthcoming), are representative of this movement. Both the syntagmatic
and paradigmatic parameters are covered as well as conceptual-functional meaning and
social-regional variation in usage.

However, extending this methodology to stand as a programmatic method in Cog-
nitive Semantics faces three fundamental hurdles. These difficulties are analytical rather
than theoretical in nature and their solutions lie in methodological development. The next
section treats each problem in turn.

3. Frames, syntax, and the social dimension. A model for quantitative analysis
3.1 Tertia Comparationis and feature analysis

To date, no study has used such quantitative techniques to describe the polysemy of an ab-
stract concept. This is due to the fact that a quantitative approach to polysemy necessitates
a tertium comparationis {cf. Lewandowska-Tomaszczyk 1998, 1999; Glynn 2004a, 2006a).
For abstract concepts, this is impossible since the designatum is a conceptual construct
based in culture, possessing no Lebenswelt referent. Without an objective constant as a
basis for semantic analysis, it is difficult to develop criteria that are sufficiently rigorous
to permit the application of quantitative techniques. This problem of operationalising an-
notation for semantic features cannot be underestimated.

One solution to this problem lies in Frame Semantics (Fillmore 1985). Following
Dirven et al. (1982), Rudzka-Ostyn (1989, 1995), and Fillmore and Atkins (2000), Glynn
(2006b, 2006¢) proposes a solution that goes some way to solving this problem. The rea-
soning is that one uses the semantic frame as the constant upon which feature studies may
be based. This allows both the vagaries of situation context as well as the complexity of
the cultural model and its encyclopaedic semantics to be handled in the analysis. What is
more, the different arguments and their relations may be treated as semantic features in



82

Dylan Glynn

the model. The drawback of this approach is twofold. The semantic frame must be posited
a priori which leads to the same problems that have always plagued intensional definitions
and, secondly, such an analytical model is obviously biased towards verbal forms and the
concepts that are profiled by them.

Although there seems to be no way of resolving the first issue, this definitional pro-
cedure is “overt”. By positing a semantic frame and identifying the arguments and argu-
ment relations, the steps taken to define the concept are specified, thus verifiable and less
susceptible to analytical flaws resulting from subjective bias. The second issue is more
problematic. Although frame semantic structures are still valid for non-verbal concept
profiling, if most of the frame arguments are maximally backgrounded and not linguisti-
cally expressed in the utterance, the model's ability to capture semantic structure is lim-
ited. Thus, for non-verbal profiles, further ad hoc parameters may need to be evoked in
semantic analysis. This remains a weak point in the model.

3.2 Syntagmatic and paradigmatic dimensions of polysemy

Although both the syntagmatic and paradigmatic dimensions are covered in cognitive
approaches to semasiological structure, the interaction between these structures is still
not fully understood. The basic problem is that we have not established how schematic
and/or morpho-syntactic semantics and less schematic lexical semantics interact. Within
Cognitive Linguistics, one position is that syntactic semantics override or coerce lexical
semantics (e.g. Talmy 2000). Another position is that there exists a complex interaction
between all the various semantic structures in all degrees of schematicity (e.g. Langacker
this volume). Following the research presented in Glynn (2002, 2004b, 2008), we make
the assumption that syntactic variation affects a polysemy network, and that its effect can-
not be satisfactorily predicted by positing meaning structure associated with grammatical
forms and classes a priori. We must, therefore, account for this variable as an integral part
of semantic description. The ramifications of this final point are important. It means that
for a given lemma, or root lexeme, there will be serantic variation depending on its syn-
tagmatic context. In other words, its collocation, grammatical class, and even tense or case
will necessarily affect the meaning of the item.®

This may seem obvious, but to date, within Cognitive Linguistics, the role of this pa-
rameter in meaning description has not been considered. We adopt the solution presented
in Glynn (in press): instead of treating the polysemy structure of a lexeme as it is expressed
for a single part of speech, each lexeme is treated as a onomasiological field, or set of para-
synonyms. This should allow the investigation to meet up with the current movement in
Collostructional Analysis (Stefanowitsch and Gries 2003; Gries and Stefanowitsch 2004).

8. The term ‘lemma’ is used following the parlance of corpus linguistics, where it signifies the range of
formal variants of the root lexeme.
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3.3  Extra-linguistic variation and meaning as usage

Different people use different words in different situations in different ways. This, it would
seem, is an undeniable fact of language. In a usage-based approach to language, we must
necessarily account for the extra-linguistic factors that this simple statement entails. In
other words, the usage and therefore meaning of a lexeme is different in different situa-
tions and this semantic variation, or polysemy, is our object of study. The methodology
presented here is an attempt at developing a procedure that accounts for extra-linguistic
factors, while it is in keeping with the theoretical tenets of Cognitive Linguistics. The basic
assumption is that rather than identify conceptual structure, we identify the various fac-
tors of usage that are a result of the conceptual structure that speakers associate with a given
form. The principal factors are dialectal (regional variation), sociolectal (social variation),
and register-specific (medium variation).

It seemns that the only way to describe the effect of such factors on usage is through
corpus-driven quantitative research. The principle is simple: the co-occurrence of fea-
tures, relative to given “factor variables”, represents structural tendencies in the use of a
form. In other words, clusters of semantic features and/or the absence of features in given
linguistic and extra-linguistic contexts, are indicators of the meaning of a word. Biber
(1995), one of the most important figures in the application of this method, describes this
succinctly. In the following quote, his “communicative functions” could be paraphrased as
the conceptualisation associated with a form.

Factor interpretations depend on the assumption that linguistic co-occurrence patterns
reflect underlying communicative functions. That is, particular sets of linguistics features
co-occur frequently in texts because they serve related sets of communicative functions.

(Biber 1995:115)

In various forms, the work of Dirven et al. (1982), Geeraerts et al. (1994), Fischer (2000),
and Schmid (2000) makes this assumption and it is accepted here a priori.

This assumption is most important and has strong implications for semantic research
generally. Employing this method and accepting this assumption means that instead of
positing senses and attempting to distinguish them, we simply identify patterns of usage.
Degrees of distinctiveness between these patterns may be treated as a statistical question:
relative to a given situation (referent, register, region etc.) what is the probability that a
given pattern will be used? Approached in this manner, sense identification and distinc-
tion are merely summaries, albeit useful ones, of the multifactorial complexity of real lan-
guage use.

4. A quantitative multifactorial case study of polysemy: hassle

In this section we follow a simple case study that shows how a Quantitative Multifactorial
method reveals semantic structures that other methods cannot. We examine the semantic
structure of the lexeme hassle in British and American English. The Fifth Edition of Shorter
Oxford English Dictionary and Webster’s Third International Dictionary define hassle as:
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verb trans. and intrans. Bother, pester, harass (a person); quarrel or wrangle over (some-
thing). noun. A problem, a difficulty; a quarrel, an argument; fuss, bother. (SOED)

n 1. heated argument : WRANGLE. B: a violent skirmish: FIGHT. 2: a protracted debate:
CONTROVERSY. 3 a: a state of confusion or commotion: TURMOIL. B: a strenuous effort:
STRUGGLE. vi ARGUE, FIGHT, DISPUTE. (Webster’s)

Although a semantic analysis should not be compared with a dictionary entry, when
people are asked to consult their intuition, these definitions seem adequate. There is no
mention of variation between American and British, nor any mention of grammatical
variation outside the two verbal forms and two nominal forms (the latter implied in the
British definition) of hassle. Let us see what a coarse-grained quantitative usage-based and
multifactorial investigation reveals.

4.1 The corpus and annotation

The mainstay of corpus-driven research focuses on syntactic structures and to these ends
powerful parsing technology exists. However, for lexical semantics, tagged corpora are
less essential. The most important features of a corpus for the study of content words are
its representivity and sheer size. Content words repeat infrequently and lexical variation is
typically sensitive to extra-linguistic factors. These two conditions mean that for a lexical
semantic study to capture any degree of semantic subtlety of even the most common usag-
es associated with a given lexeme, the corpus must be large and preferably representative
of various types of language and register. It is for these reasons that commercially available
corpora are less appropriate for lexical semantic investigations. One alternative is to use
the internet as a source from which one may build a corpus. Although the internet suffers
from thematic bias in its emphasis on “new technologies” as well as a bias of age and social
class, the various media that it includes (such as Internet Relay Chat, Usenet, news press,
blog-diaries, etc.), mean that a reasonable range of language types is represented.

The current study uses two corpora. The first was made using commercially available
“web spiders” that allow one to download large quantities of internet files of a specific
kind and from specified servers. The ability to select servers allows one to be reasonably
certain about the origin of the text, which is important for concerns of dialect variation.
The second corpus was developed by D. Speelman at the University of Leuven and is made
up of data extracted from the LiveJournal on-line diary server. LiveJournal represents pos-
sibly the largest blog server currently in existence and it kindly allowed us to extract our
text. One important feature of the LiveJournal database is that blog-writers must identify
which secondary school they attended along with its address. This allows us to be almost
entirely certain as to the dialectal origin of the text.

Despite a reasonable range of language types and topics of discourse, these corpora
are not as representative as one would normally wish. In order to account for content
bias, both theme (topic of discourse) and register (or language type) are systematically
annotated. These two parameters as well as dialect, American English versus British
English, make up our extra-linguistic factors. Since, within Cognitive Linguistics, we
hold that language is a symbolic pairing of form and meaning, the examples are also
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annotated for these two basic linguistic parameters. However, in order to operationalise
the annotation and render the feature analysis as objective as possible, these parameters
were further broken down into a range of variables. These variables can be summarised
as four variable groups, two for the parameter of meaning and two for form. Firstly, for
the parameter of form, the morpho-syntactic variables were coded separately from the
argument structure. This means that the largely objective task of identifying part-of-
speech, tense, and so forth can be kept separate from the more theoretically dependent
criterion of argument structure.

For the semantic parameter of the feature analysis, the annotation is again divided.
Firstly, the more objective of the two variable groups is that of argument types and their re-
lations. Here information such as animacy versus inanimacy and abstractness versus con-
creteness, as well as (non) familiarity between actors or their power relations, and so forth,
are annotated. This is largely objective, although for the adjectival and nominal profilings,
this annotation becomes less insightful. However, for the instantiation of a semantic frame,
we must note that although one may still annotate backgrounded participants by looking
back in the text, this is not always practically possible. A distinction was maintained in the
annotation between overt (i.e. profiled and linguistically expressed in the utterance) and
covert (backgrounded and not expressed in the utterance) arguments. When there was
doubt as to the nature of an argument or an argument relation, it was not annotated.

The second dimension, or variable group, of semantic annotation was the effect on the
patient. It is similar to the stimulus feature in the FrameNet project. This feature is highly
subjective and thus its results must be treated with caution. The variable includes twelve
reasonably fine-grained distinctions that attempt to capture the “effect” upon the patient,
such as a “request” being made of the patient or that the patient “feels imposed upon” or
“interrupted”. In total, for both the formal and semantic features, 24 variables were anno-
tated. Some of these, such as the morpho-syntactic tagging, were made up of more than
30 binomial values.

4.2 Techniques for Quantitative Analysis

Once the feature analysis is complete and all data are annotated, we need to search for
correlations in the frequency of features, relative to the different variables. The field of
statistics has an abundance of analytical techniques open for both exploratory investiga-
tion and hypothesis testing. The former is used to look for patterns in the data that may
be informative; the second is used to determine if these patterns are significant or merely
coincidental for a given dataset. This second step is essential since no dataset, no matter
how large, can ever represent the reality of the population, in linguistic terms, the culmi-
nation of utterances that make up a language.

The results of the feature annotation take the form of cross-tabulations of frequencies,
or contingency tables. This may be rephrased as: how often given features occur relative
to the different variables specified. In order to examine these results statistically, we must
choose from the wide range of exploratory techniques available for the study of categori-
cal data. Our choice is determined by two factors. Firstly because manual semantic coding
is labour intensive, our frequency results are relatively small. Obviously the larger the
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dataset, the more reliable the results are, and therefore the more statistical techniques
become reliable. Secondly, our data are categorical; they are made up of cross-tabulated
frequencies of observed features. In other words, either feature x is present or it is not.
However, many of the most powerful statistical techniques are designed for the treatment
of continuous data and are not appropriate for our categorical results.

Categorical Principal Component Analysis is one of the possible techniques for the
treatment of feature frequency in lexical analysis. However, this is a relatively new tech-
nique and has not yet been widely applied to this sort of data. Of the various cluster tech-
niques, Model-Based Cluster Analysis may also be appropriate. This has the advantage
of being suited to categorical data but has the disadvantage that the number of clusters
must be specified before the analysis. Hierarchical Cluster Analysis is another option and
is successfully used by Rice (1999), Divjak (2006, and Gries 2006), Gries (2006), Gries
and Divjak (this volume), and Gries and Stefanowitsch (in press). Since we are exploring
methodological techniques, it would be useful to examine a different method. The method
employed here will be Correspondence Analysis. This technique is amongst the simplest
to apply and is suited to categorical data.

All these techniques are designed for exploratory analysis. They are used to look for
patterns in the data that may be representative of significant structure. However, they do
not estimate the probability that a given correlation is statistically significant. Significance
is the likelihood that the correlation, or relationship between sets of features and variables,
is representative of the language as a whole and not just a coincidence in the dataset. In
other words, we need to test to determine the probability that a given pattern observed in
the data is a result of real factors and not merely coincidence. Obviously, the smaller the
number of examples, the harder it is to be sure that the results are representative of the
complexity of language reality.

There are many mathematical tests one may use to determine “statistical significance”.
There exist also predictive techniques that examine many different variables simultane-
ously and even offer information as to the relative importance, or effect, of the different
variables on the data. Logistic Regression Analysis and Log-Linear Analysis are probably
the most appropriate for semantic research. However, for our current purposes, Corre-
spondence Analysis, combined with certain significance tests, should suffice.

4.3 Analysis. The interplay of formal, semantic, and extralinguistic variables

Firstly, let us begin with the formal variation of the lemma. Although it is no secret that
different parts of speech or certain collocations result in semantic variation for a single
lemma, this parameter is rarely accounted for in polysemy study. Typically one form is
chosen and considered in isolation. This, of course, runs contrary to the tenets of Cogni-
tive Linguistics where the different forms associated with the lexical category are choices
available for the different profilings of that category. It follows that we should attempt to
account for this variation.

The corpus reveals a range of adjectival, nominal, gerundive, and verbal forms of the
lemma hassle. The attributive adjectival forms are relatively infrequent. Example (1) is
typical:
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(1) Specifically, she is interested in how hassling events influence attitudes toward re-frequent-
ing a particular store. <www.uncw.edu/aa/2005-2006/csb.html>

The predicative adjectives are common. Although two possible argument structures are
possible, a simple stative and a second that expresses the cause of the ‘hassle’ with an
oblique, the former is extremely rare. The vast majority of cases overtly express the Cause,
which is introduced by with, by, over, at, because, for, or due to.

(2) Ikeep an eye on things when I can but I'm well hassled by numerous stuff at the moment.
<news:9bp2e4$rj$1@pegasus.csx.cam.ac.uk>

For practical reasons, we will not examine the adjectival forms in any depth.

The nominal variation is important. Other than the gerund, there are mass nouns and
both singular and plural count nouns. Let us look at some frequencies of this form relative
to dialect. Firstly, we may conflate the singular and plural forms of the count noun. Using
the Binomial Exact Test and the Proportional Chi-Squared Test, it is very improbable that
there exists a significant difference relative to each other or relative to the dialect variation.
In our comparison, we may also include gerunds. However, the gerundive examples pose
certain problems in the annotation of their frame structure. Following the FrameNet proj-
ect, one may divide the gerund examples into “verbal” and “nominal” examples. Although
this may at first seem unnecessary, the examples clearly separate into instances where the
gerund is part of an event structure and where it is part of a nominal profiling. Neverthe-
less, relative to dialect, both the nominal and verbal gerunds behave in the same manner,
both being highly associated with American English.

In Table 1, we see that although there are relatively similar frequencies of nominals
across the two dialects (179 out of 344 and 198 out of 347 occurrences in the respective
dialects), their plexity is far from uniform. The Proportional Test is used to demonstrate
that it is highly probable that these differences are significant. The p-values are listed in
the table. Any figure less than 0.05 should be read as significant. Obviously, the closer to
zero, the “more reliable” that degree of significance becomes. So, for example in Table 1,
a p-value of 2.2e-16 (or 0.000000000000000022) is extremely significant. The difference
in the frequency of the gerund is also significant, but less so. The Proportional Test uses
the Chi-square algorithm and so becomes unreliable with figures under 10. However, the
same test applied to the relative British and American frequencies of the verbal gerundive
(UK: 4/161, US: 22/143) gives us a p-value of < 0.001. Finally, if the nominal and verbal
gerundives are combined to give a purely formal category of “gerund” (UK: 6/344, US:
34/347), the test still gives a p-value of < 0.001. Therefore, we can be sure that the gerund is
highly associated with American English and highly dissociated with British. The different

Table 1. Nominal frequency relative to dialect

Nominal variation UK Us Total Prop. Test
Mass 144 70 214 2.2e-16
Count 33 116 149 1.30e-12
Nom. gerund 2 12 14 0.02199

Total 179 198 377
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grammatical profiling of mass noun, count noun, and gerund obviously represent differ-
ent meanings of the lexeme. This is an example of the effect of an extralinguistic factor
upon semantic structure. Such extralinguistic concerns cannot be sidelined as question
of social variation. They make up part of our understanding of how language is used, and
therefore part of the encyclopaedic semantics associated with a given form. Let us turn
now to the interplay of formal and semantic factors.

In an effort to capture semantic structure without direct annotation of semantic fea-
tures that tend to be subjectively determined, we can draw on the model of Frame Seman-
tics and annotate Actor types and Relations. In order to see the difference in usage between
the nominal and the verbal examples, we may examine the differences in which Actor
types are associated with which grammatical constructions. Several of the most common
Actor types include a known or “specified” human (Hum_spec), an unknown or non-
specified human (Hum_NtSpec), abstract events (Ab_Evnt), concrete events (Ccrt_Evnt),
abstract states-of-affairs (Ab_ScA), and concrete things (Thing). Using Correspondence
Analysis, we may investigate the relationship between these different Actor types and the
constructions. Four constructions are considered here: simple transitive verbs (Trans),
transitive verbs with an oblique argument (Trans-obl), resultatives {Result), and nomi-
nals (Nominal). Correspondence Analysis uses a reasonably simple statistical technique
to examine relative degrees of association. The resulting plots are should be interpreted
visually, correlations being depicted by relative proximity. The numbers indicated on the
axes are there to help determine this relative proximity.

The first obvious grouping (i) is the association between the nominals and inanimate
actors. Here, Cause-Actors that are abstract and concrete events, things, and states-of-af-
fairs are clustered with the nominal profiling. This is contrasted with group (ii) that brings
together the three verbial constructions and the animate Cause-Actors types. Although an
institution is technically not animate, it is clearly a borderline case. In the data, institutions
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were often whole-for-part metonyms where a bank, university, or some other institution
was used to stand for the individuals ‘hassling’ the Patient.

(3) Debtors have the right to ask collection agencies or any source hassling them for debt col-
lection to stop. <www.public.asu.edu/~hkartadi/laws_in_credit_repair>

More specifically, for the third cluster, the resultative constructions are highly associated
with “specified human” Actors. Indeed, they overlap to the extent that the plot is difficult
to read. The simple Transitive argument structure is neutral in regard to the specificity
of the human feature where the Transitive-Oblique construction is associated with non-
specified humans and also institutions. Notice also that known specified human through
to institution is depicted as a cline from top to bottom of the group. This suggests that
animacy is indeed related to the different Argument structures and grammatical construc-
tions, the resultatives being highly associated with animate Cause-Actors but that this ani-
macy becomes less important for the Cause- Actors of simple Transitive constructions and
then less again for the Transitive-Oblique constructions. Let us consider some examples:

(4) a. since I still have to go through all the hassle of US Immigration
<forum flightmapping.com/forum_posts.asp?TID=591andget=last>
b. ... my physics exam tomorrow afternoon ... I have been switching rapidly between
thinking that it’s going to be a piece of piss and thinking I should just top myself
now and save the hassle.

(5) a.  Well, 1 had been hassling Argo for a while to implement my ‘wish list’ into ...
www.heyrick.co.uk/voyager/newsagent/intro.html
b.  You were the one hassling me for an answer.
<www.thefridayproject.co.uk/talk/archive/index.php/t-710-p-2.htm>

(6) a. Some smokers also have a dream that someday the non-smoking world will quit
hassling them about their smoking.
<www.nap.edu/books/0309064090/html/169.htm!>

b. It had me chortling for minutes. If the money’s in his wife’s account, why aren’t they
hassling her? <www.thefridayproject.co.uk/talk/archive/index.php/t-2162.html>

Example (4) is typical of the examples captured by the plot in group (i). The choice of the
nominal profiling for such events is quite “logical” and we can safely say that non-animate
Cause types are suited to the “meaning” expressed by the nominal profiling. Similarly, ex-
ample (5) represents what seems to be intuitively clear. It is intuitively sound that known
human Causes should be common in the resultative examples. What is perhaps less ob-
vious is the animacy cline from familiarity through unfamiliarity to institutional Cause
Actors correlating with resultative, simple transitive, and transitive-oblique constructions.
This is visible if we compare examples (5) with those in (6).

However, with small frequencies, Correspondence Analysis becomes sensitive to dis-
tortions and is less reliable. Although the fact that Transitive-Oblique constructions are
highly associated with unfamiliar-human Cause-Actors is intuitively reasonable, it needs
further corroboration. It is crucial to remember that this technique is merely an explor-
atory technique restricted to positing possible linguistic structure. Example (6) is offered
to show the type of examples that the rather heterogeneous group (iii) represents.
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The Intransitive construction was not added to the above Correspondence Analysis
because it had low frequencies for all but one of the Actor types. If we look at a couple of
the Intransitive examples, we will see why this is a distinct usage.

(7) a. Officer McCoy, me and him was hassling and my gun went off...
<www.privy-council.org.uk/files/other/forrester%20Bowe-rtf.rtf>
b. It made all the surfers really spread out and we weren't all hassling on the one peak.
<oneillcwc.asglive.com/daysix>

As we see in the example (7), this usage is semantically distinct from examples (4) to (6).
The Intransitive construction is relatively infrequent in the corpus and is semantically
marked (despite its prominence in the dictionary entries cited above). This construction
draws our attention to an inherent weakness in the quantitative method: infrequent oc-
currences cannot easily be taken into account. This is a reminder that a corpus-driven
quantitative investigation should work in tandem with other methods. The markedness of
the Intransitive brings us to the importance of the different constructions associated with
the verbal form of the lexeme.

Six basic syntactic forms are revealed. These constructions fall out from the annota-
tion of the different arguments as various semantic roles. In order to capture the different
argument structures, the semantic roles of Actor, Cause, Patient, Instrument, and Goal
were employed. These were assigned to Subject, Object, and Oblique for all verbal ex-
amples. Let us examine the constructions that result from this annotation.

A. Cause-Oblique Transitive
Sub. Pred. Obj. OblL
She hassled me because of my spots.
Act. Pred. Pat. Cause.
ex.: We should all quit hassling the nice oil companies about profits.
<www.alternate-heaven.com>
B. Transitive
Sub. Pred. Obj.
He hassled me.
Act./Cause. Pred. Pat.
ex.: In fact, she hassled him so thoroughly on the street that she made him...
<www.izzlepfaff.com/blog/archives/2004/03/>
C. Resultative
Sub. Pred. Obj. Obl
She hassled me to eat.
Act/Ag. Pred. Pat. Goal
ex.: If you are caught without the necessary papers/stamp, they hassle you into thinking
they will detain... <www.brama.com/travel/messages/4994.html>
D. Subject-Patient Transitive
Sub. Pred. Oblique
He hassled over it.
Act./Pat. Pred. Cause.
ex.: Everyone these days is hassling over their weight when they should be hassling about
their families. <www.fagfarm.com/Q/How_long does_it_take_a_12-year-old_to_lose_
weight>
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E. Instrumental-Oblique Transitive
Sub. Pred. Obj. with-Oblique
He can hassle you with spies.
Act. Pred. Pat. Ag.
ex.: Stop hassling me main man with constant calls! <www.02.co.uk/services/messaging/
voicemail901/celebrityvoicemail >
E  Intransitive
Sub. Pred.
She hassles
Act. Pred.
ex.: see example (6).

There is, of course, considerably more formal variation than this, especially in the various
types of oblique. Differences between hassle into something and hassle to do something
or hassle over and hassle with represent more than synonymous formal variation. Such
variation has clear semantic characteristics. For example, the Cause-Oblique Transitive
construction (A) combines with a very wide range of oblique forms, coded with prepo-
sitions such as for, because, over, and on. It is most likely that such syntactic variation
contributes to the polysemy of the lexeme. Here we must, however, restrict ourselves to a
coarse-grained investigation.

Firstly, let us see if these forms occur equally across the dialects considered. Again we
can use the proportional test to determine whether the differences between the frequen-
cies of each construction are significant.

The results of the proportional test reveal a significant difference between the dialects
in the use of the Patient-Oblique Transitive and Resultative Constructions. The latter is
especially associated with British English and not American. The other clear difference
between the dialects is the use of the Patient-Oblique Construction, which is rare in Brit-
ish but relatively common in American.

Since we have seen that the two dialects are markedly different in their constructional
variation for the lexeme, we should investigate how those constructions are associated with
different senses for each dialect separately. Once again we can turn to the exploratory tech-
nique of Correspondence Analysis for a visualisation of the correlations. If we combine the
frequency tables of the constructional variation with one of the semantic variables, we may
find correlations between these two variables. The variable of stimulus, or the kind of ef-
fect the Cause of the hassle-event has upon the Patient, must be annotated using subjective

Table 2. Dialect variation of construction

Construction UK uUs Prop. Test
A Cause-Oblique Trans. 10 21 0.02463

B Transitive 110 81 -

C Resultative 34 12 0.003387
D Patient-Oblique Trans. 2 22 1.36e-02
E Instr.-Oblique Trans. 1 4 0.2996

F Intransitive 4 3 -




92

Dylan Glynn

judgement. However, if results gleaned from its annotation are statistically significant and
intuitively plausible, then we may tentatively employ this variable in our analysis.

The plot below represents the results of a Correspondence Analysis of six construc-
tions against six different stimuli. The stimuli considered here are “interrupt-disturb” (in-
terrupt), “repetition-boredom” (rep), “energy-time” (energy), “mental-stress” (mental),
“imposition-intrusion” (impose), and “request-solicit” (request). The Intransitive Con-
struction is not included since it was not annotated for stimulus.

Immediately, three correlations are apparent. Firstly, the proximity of the “request”
stimulus to the Resultative Construction (C), indicated by (i) on the plot, is a result of what
is an intuitively reasonable association. A large percentage of the resultative occurrences
describe situations where something is being asked of the patient. Examples (8a)-(8c) are
typical of the Resultative Construction-“request” feature correlation.

(8) a. Beprepared it is pricey and if you've booked a table you’ll be given a maximum of 2
hours before the staff start hassling you to have desserts and/or last...
<www.viewlondon.co.uk/info_Pubbar_6564.html>

b.  You were the one hassling me for an answer, not the other way round
<www.thefridayproject.co.uk/talk/archive/>

¢.  Chad Holleman was hassling Preston for the phone number of some girl he ...
<www.cheddarheads.co.uk/nfle/nfle01/week07 htm>

The relative frequency and importance of this association is clear. Consider below the
frequency of occurrences of this construction combined with the “request” feature relative
to other semantic features and other constructions. Although by no means a unique cor-
relation, its association is relatively high. Below, we see how its correlation compares with
other construction-stimulus feature cross-tabulations.
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Figure 2. Construction-stimulus correlation in British English
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Table 3. Request-resultative correlation in British English

Stimulus feature Resultative Cx (C) Transitive Cx (B) Cause-Obliq. Cx (A)
(34 total) (110 total) (10 total)

Request 21 25 1

Impose 18 86 8

The association between the “request” feature and the Resultative Construction rela-
tive to the other stimulus features and constructions should be evident.

Secondly, the association depicted in Figure 2 between the stimulus feature of “impo-
sition” with the Transitive construction (B) and the Cause-Oblique Transitive construc-
tion {A) is no surprise. These two constructions are the most commonly occurring just
as this stimulus feature, “impose”, is the most common. Moreover, this is true for both
dialects. It seems plausible that the two basic transitive constructions should be associated
with instances of people imposing themselves upon other people. An intuitive reading of
the dataset would surely lead a non-quantitative linguistic analysis to propose this sense
as a basic sense of verbial hassle. Examples (9a)—(9¢) are typical.

(9) a ... aggressive beggars who profit by hassling members of the public.
<archive.thisisoxfordshire.co.uk/2001/8/15>
b. I hate those charities who employ people to hassle you on the streets.
<www.tiscali.co.uk/forums/showthread.php?t=108045>
c.  However, get there early and there'll be no door staff and no one will hassle you.
<www.edinburghmetalscene.co.uk/archive/index.php/t-12359. html>

Correspondence Analysis visualises the intuitively sound generality of this sense and
identifies its correlation in a quantitative and automated fashion.

The third correlation (iii) is between the stimulus feature of “energy” and the Patient-
Oblique Construction (D: hassle over Pat.). Due to the low frequency of this construction
in British, we must be cautious in reading the plot at this point. However, again this cor-
relation is intuitively valid.

(10) a. Instead of hassling with multiple drives attached to different computers, you can
back it all up to one central location - automatically.
<www.pixmania.co.uk/uk/uk/183689/art/maxtor/onetouch-iii-shared-stora>

b.  No more hassling with your laptops touchpad or pointing stick.
<computing.kelkoo.co.uk/>

These examples are typical of those in question and they support the hypothesis that the
meaning of the construction fits with the semantics of exhorting energy over something.

Let us turn to the American case. The raw results differ considerably. Let us begin by
introducing another three stimulus features that may be relevant. In American English
there is a reasonable number of examples where the act of judging the patient negatively
is the cause of the state of hassle. These examples were coded as “condemnation’”. The two
other relevant stimulus features may be referred to as “repetition”, where the patient is
hassled due to some repetitive event and “interruption’, where it is an interruption event
that has caused the patient hassle.
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Table 4. Dialect variation for stimulus feature

Stimulus British American Prop. Test
request 47 23 0.01008
imposition 114 87 0.087
repetition 10 8 -
interruption 18 9 0.1961
energy 6 28 0.000679
condemnation 2 23 7.05e-03
thought 23 30 -

Notice the significant differences between the two dialects on the frequency of the
stimulus features of “energy”, “condemnation’, and “request”. “Energy” and “condemna-
tion” are significantly associated with American and not British, contrary to “imposition’,
“request’, and “interruption”. Let us plot just the American results here against the con-
structional variation, once again using Correspondence Analysis.

Again, we see the grouping (i) that is a result of the association between the feature
“energy” and Patient-Oblique construction (D). This further verifies the association wit-
nessed for the British data, especially since the data are less sparse for this construction in
the American dataset. Similarly, although less common in American, the semantic feature
“request” is again highly associated with the resultative construction (ii). Lastly, and also
similar to the British data, we have the rough grouping of the more common semantic
features and more “basic” grammatical constructions (iii). That is to say, relative to the
feature “energy” and the Patient-Oblique construction, as well certain other outliers, these
more general semantic features and constructions are clustered. The principal difference
between the British and American results here is the outliers. The Intransitive Construc-
tion (F) and perhaps also Instrumental-Oblique Transitive construction (E) seem to lack
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strong associations with any of these semantic features. Likewise, the semantic feature of
“thought” is not associated with anything, though it is clearly dissociated from “request”
and “condemnation”. This differs from British, where “repetition” was the outlier. Perhaps
more data is needed to capture these relations or perhaps they are not particularly associ-
ated with any grammatical constructions or any other stimulus features.

Finally, not only does the similarity between the plots in Figure 2 and Figure 3 tell
us that the correlations between this semantic variable and the grammatical construc-
tions are relatively similar across the two dialects, having two different datasets serves as
a test, adding weight to the hypothesis that these correlations are valid. The next logical
step at this point would be to use the dialect as dependent variable and submit the data
to a Logistic Regression Analysis. This technique is a confirmatory technique that would
allow us to verify this hypothesis. We will not, however, move to confirmatory techniques
in this study.

Let us examine another semantic feature. Each example was coded as to whether there
was an element of humour involved. Again this feature is subjective in nature and so only
very significant differences should be considered reliable. The results here show again a
significant difference between the dialects as well as a strong association with one of the
constructions.

To begin with, the use of humour and this lexeme is essentially a British characteristic.
Out of the 161 British verbal examples, at least 72 were humorous against 17 out of 141
American examples. The proportional test gives a p-value < 0.001, which should be sig-
nificant enough to make up for almost any degree of error in the subjective nature of this
annotation used. We will, therefore, focus exclusively on the British data for the descrip-
tion of this feature.

We see here that although humour has a high association with both the simple Transi-
tive and Resultative constructions, its association with the Resultative is very significant
relative to the overall number of Resultative examples. In other words, although there are
more examples of humorous + Transitive co-occurrences, nearly all the Resultatives were
humorous.

It must also be remembered that this construction is highly associated with the British
dialect as well as the semantic feature of “request”. This was visible in Table 4, above. This
shows how the “request” feature is associated with British relative to American, but also
that “condemnation” is highly associated with American and not British. Now consider
the relations between “humour” and the stimulus features for British.

Table 5. Construction-humour correlation in British English

Construction +Humour ~Humour Prop. Test
A Cause-Oblique Trans. 2 8 -

B Transitive 41 69 0.0534

C Resultative 26 8 2.0le-02
D Patient-Oblique Trans. 0 2 -

E Instrumt.-Oblique Trans. 0 1 -

F Intransitive 0 4 ~

Total 69 92
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Table 6. Stimulus-humour correlation in British English

Stimulus feature +Humour -Humour
request 31 16
imposition 44 70
repetition 5

interruption 11 7

energy 1 4

Here we see a strikingly similar correlation to the correlation between the “request”
feature and the Resultative construction relative to the “imposition” and the more seman-
tically schematic Transitive construction presented in Table 5. Although there are more
humorous examples that possess the stimulus feature of “imposition”, there are almost two
times more humorous than non-humorous examples that possess the “request” feature.

This clustering of correlations is beginning to give the picture of semantic structure.
The “request” stimulus is associated with the “resultative” construction and both with the
humour feature, all three of which are typical of British English and not American. Many
would call this a meaning of hassle.

We can subject these data to another Correspondence Analysis in order to visualise
this correlation. Since this correlation is between three variables, we employ Multiple Cor-
respondence Analysis which follows quite a different procedure but one that is based on
similar mathematical principles and whose plots should be interpreted in a similar man-
ner. Figure 4 plots the combinations of the frequencies of constructions and stimulus fea-
tures against the occurrence and non-occurrence of the “humour” feature.

Firstly, the plot reveals the correlation of the Resultative construction (AS.C), the
stimulus feature of “request” (stim.req), and the humour feature. However, the “humour”
feature is, as we know from Table 5, also correlated with the simple Transitive construc-
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tion (AS.B) and the “imposition” feature, cf. Table 3. We see this in the proximity of the
two groups and the fact that the “humour” feature (hmr.Hmr) is also plotted close to the
“imposition” feature and the Transitive. It is for this reason that the groups seem to over-
lap. The second grouping, of the “imposition” feature (stim.impos), the “~humour” feature
(hmr.NtHmr), and the simple Transitive Construction, depicts the kind of usages we saw
in example (9), arguably one of the most basic usages of the lexeme.

Importantly, one should note the distance between the features “repetition” (stim.
rep) and “interruption” (stim.interrupt) and the constructions Oblique-Cause (AS.A) and
Resultative (AS.C). Although we cannot say these stimulus features are highly associated
with the simple Transitive construction (AS.B), relative to the other two constructions,
there seems to be some association. This is one of the difficulties of reading plots produced
in Correspondence Analysis. We cannot say, for instance, that “imposition” is more closely
associated with the Oblique-Cause construction than “repetition” or “interruption’, be-
cause these latter two are also plotted in association with the Resultative and Transitive
constructions. When we look at the frequencies for these correlations this becomes clear.
In fact, these two stimulus features had zero co-occurrence with both the Transitive and
Resultative constructions, yet 11 (repetition) and 17 (interruption) occurrences with the
Oblique-Cause construction. Although small numbers, relative to the 161 British verbal
occurrences, this is not negligible.

5. Summary

Although nominals are equally distributed across the two dialects, closer inspection re-
veals variation. In American, these grammatical classes are generally profiled by gerunds
and count-nouns; where in British one finds almost exclusively mass-noun profiling. The
semantic variation this almost surely entails was not investigated. However, semantic
variation was investigated between the nominal and verbial profilings. A Correspondence
Analysis revealed the different constructions associated with the lemma and correlated
them with Agent types. This points to what seems to be a clear tendency: the nominal
forms are highly associated with Agents that are either events or inanimate things. These
Agent types constitute a cline from events through inanimate things to familiar-humans.
Verbial forms are at the other end of this continuum and are highly associated with famil-
iar-human Agents. We can describe this difference in usage as polysemic structure. The
same analysis discerned another pattern. At the animate end of the continuum, a sub-cline
appears, tending from familiar-human through unfamiliar-human to institution. Along
this cline of Agent types, the Resultative construction tends to be associated with familiar-
humans in contrast to the Transitive and Transitive-Oblique constructions which tend
towards “less” animate Agents.

Focusing on verbials, the annotation revealed that six grammatical constructions are
associated with the verbal forms of the lemma. Instead of performing a Collostructional
Analysis, we continued to investigate the different semantic features associated with each
lexeme-construction pairing relative to dialect. Firstly, some construction-pairs seem
highly associated with one of the two dialects. For example, the Resultative is essentially
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a British usage and the Passive-Oblique Transitive is almost exclusively American. Due to
this formal variation between the dialects, the semantic structure was examined for each
language variety independently. One of the constructions, the Intransitive construction,
was semantically distinct, but its frequency too low to be included a quantitative study.

The semantic analysis focused on two semantic variables. The first of these, the ‘stimu-
lus’ feature, correlates with different constructions in significantly different ways. How-
ever, despite the ‘stimulus’ feature variation between constructions and the variation in
construction frequency between the dialects, the stimulus—construction associations be-
have in a similar manner across the dialects. In both cases, the Resultative construction
is highly associated with the stimulus of “request” and, importantly, highly disassociated
with the other stimulus features and constructions. This adds weight to the first Corre-
spondence Analysis, which suggests that the Resultative is distinct in its association with
familiar-human Agents. In addition, a second distinct association was revealed. The Sub-
ject-Patient Transitive construction is highly and distinctly associated with the stimulus
feature of “energy”. Again this is true of both dialects. Regrettably, this could not be treated
in depth. A final correlation brought out by these two Correspondence Analyses is that
for both dialects there is a clear association between Cause-Oblique Transitive and the
stimulus of “imposition”, where the patient feels put upon by someone or something. Un-
fortunately, this association also had to be left aside for future investigation.

Finally, we focused on the typically British usage that combines the Resultative con-
struction, the stimulus of “request’, and the familiar-human Agent. To this, we added the
second semantic variable, “humour”. Here again, we see a highly significant association
with the British usage of the lexeme. Moreover, there is strong correlation between the
“humour” feature and the “request” feature, as well as between “humour” and the Resulta-
tive construction. The grouping of these features, all of which are distinct relative to other
features and forms and specific to British English also coincides with the association of
familiar-human Agents that was revealed in the first Correspondence Analysis. Together
such a cluster of forms and usages could be reasonably argued to represent a “meaning”
of hassle.

This possibility was considered in a Multiple Correspondence Analysis. Its results cor-
roborate what is seen in the individual cross-tabulations. However, the analysis suggests
that although humour is highly associated with the Resultative-“request” correlation, it is
also somewhat characteristic, at least in British, of another more general meaning. In that,
the most common construction, the simple Transitive construction, correlates with the
most common stimulus feature, “imposition” and this form-meaning pair lies in between
the “humour” and “non-humour” features in the results of the Multiple Correspondence
Analysis. This finding is intuitively reasonable since the use of humour is generally char-
acteristic of the British dataset.

This raises a final important point. Although these correlations of semantic features
such as humour and linguistic forms such as the Resultative can be argued to represent
part of the polysemic (semasiological) structure of hassle, we must be wary of thematic
bias. In other words, these characteristics might be features of the corpus rather than the
lexeme in question. Since the kind of language found on the Internet tends to belong to
younger speakers and is biased for their topics of discourse, it is possible that this misrep-
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resents the importance of this usage in British English. However, the two datasets, British
and American, are of the same text type, so we can confidently say that for the quasi-spo-
ken language of the blog-diaries, the differences between the two dialects, relative to this
language type, are valid generalisations. Nevertheless, it seems reasonable to assume these
findings do represent the language as a whole, but cohort studies with different language
types need to be undertaken to verify this.

Last but not least, Correspondence Analysis is only an exploratory method and we are
working with relatively small frequencies. The next step is to obtain larger frequencies and
attempt to validate the observed patterns using statistical confirmatory techniques such as
Log-Linear Analysis and Logistic Regression Analysis. The point of the study was to test
the methodology and show that it may reveal semantic structure not detected through
intuition-based analyses. In this, the study has proved successful and the integration of re-
sults from this kind of investigation with results obtained through a Principled Polysemy
analysis should be a straightforward endeavour. Future work needs to operationalise the
integration of the Quantitative Multifactorial method and the Principled Polysemy Model
for the study of sense variation.

Cognitive Linguistics is a usage-based theory of language and one that assumes lan-
guage is driven by our encyclopaedic knowledge of the world. In light of this, the kind
of usage patterns that Quantitative Multifactorial methods identify offer important clues
to the conceptual structures associated with linguistic forms. Although, presenting the
results in terms that are typical of the cognitive research community still needs develop-
ment, mapping the usage, and therefore meaning, of lexemes and constructions is precise-
ly in keeping with the lexical semantic tradition developed by Lakoff (1987). The principal
difference is that such quantitative results offer relative tendencies rather than ‘different
meanings. This, however, seeing the complex and varied nature of language, is arguably a
more cognitively realistic approach to the description of the conceptual structure.
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Approaches to metaphor and blending
Theory and method






Solving the riddle of metaphor*

A salience-based model for metaphorical
interpretation in a discourse context

Mimi Ziwei Huang

At dusk I come without being fetched. At dawn I disappear without being stolen. [ am a poet’s
tears and a sailor’s guide. What am I? (An English folk riddle)

1. What do we need to interpret a metaphorical riddle?

The English folk riddle quoted at the beginning of this paper is not difficult, and most of
us can guess the answer to be “the stars” While stars can literally be “a sailor’s guide”, they
are only “a poet’s tears” when understood metaphorically. Only when we interpret stars
figuratively as people can the first person point of view “I” make sense in the riddle. When
guessing the meaning of this riddle, we also undergo a cognitive process of interpreting
metaphors. To explain such a process of comprehension is to reveal our cognitive prin-
ciples in constructing a metaphorical meaning. The aim of this paper is to explore how
metaphorical meaning is developed and communicated in a discourse.

Recent studies in cognitive linguistics have offered differing explanations for the
meaning construction and cognitive processes involved in metaphor (e.g., Lakoff and
Johnson 1980; Fauconnier and Turner 2002; Giora 2003; Carston 2002; Evans Forthcom-
ing), and have answered many important questions in metaphorical comprehension. It is
not the aim of this paper to address all the aspects of metaphor. Rather, it will tackle one
particular issue: the construction of metaphorical meaning in a given discourse. More
specifically, I will focus on a salience-based model, which builds upon a notion of salience
defined by degrees of accessibility. This salience-based model, as I will argue in the follow-
ing, provides a useful analytical approach for examining the development of a metaphori-
cal meaning.

This notion of salience will be examined in Section 2. I will review in this section an
established salience framework: the Graded Salience Hypothesis and its two supplemen-
tary hypotheses (Giora 1997, 1999; Peleg et al. 2001). Gioras approach to metaphorical

*  I'would like to thank Rachel Giora for her valuable comments on the NDCL presentation which this

paper is based on.
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meanings will be examined through examples, which will lead to a further discussion of
the notion of salience in metaphorical analysis. Based on this review, Section 2 will pro-
pose a modified notion of salience, which is coherent with its counterpart in the Graded
Salience Hypothesis, yet also differs substantially from it. This proposed notion of salience
will be elaborated upon in Section 3 where it will be discussed from a variety of cognitive
aspects. This proposed notion of salience will be employed in Section 4 to analyze the
metaphorical interpretation of a short story. Finally Section 5 will summarize the discus-
sions in this paper.

2. The notion of salience and its role in metaphorical interpretations

The notion of salience in this paper is closely related to the Graded Salience Hypothesis
(Giora 1997, 2003). Giora and her colleagues have been interested in meaning activa-
tion and construction in discourse processing, and have developed the Graded Salience
Hypothesis to explore if meaning is accessed in a hierarchical manner in cognitive pro-
cessing, including metaphorical comprehension. The contention of the Graded Salience
Hypothesis is that salient - i.e. consolidated and encoded - lexical meanings of a mental
entity are always activated in the initial process of comprehension, regardless of the con-
text. The Graded Salience Hypothesis has gained support from various empirical studies,
some of which include reading times, response times, moving windows, eye tracking and
scanning brain waves (see Katz and Ferretti 2000, 2001; Anaki et al. 1998; Pexman et al.
2000; Turner and Katz 1997). The Graded Salience Hypothesis is further supplemented by
the Retention Hypothesis (Giora and Fein 1999) and the Optimal Innovation Hypothesis
(Giora et al. 2004), which will also be reviewed in the following.

2.1 The graded salient lexical meanings

According to the Graded Salience Hypothesis, salience is defined according to its consoli-
dation in the mental lexicon. Salient meanings are the encoded lexical meanings of a word
or an expression that are high in usage frequency, familiarity, conventionality, and proto-
typicality/stereotypicality (Giora 1997, 2003; Giora and Fein 1999). Only consolidated and
lexicalised meanings are salient, and meanings that are not coded in the mental lexicon
are nonsalient (Giora 2002:490, italics as in the original).

The Graded Salience Hypothesis regards lexical saliency as a matter of degree rather
than an absolute attribute of a word or an expression (Giora 2003:15). Also, a word or
an expression can have more than one salient lexical meaning, and if these meanings are
similarly salient, they will all be accessed simultaneously (Giora 2003:37).

In metaphorical comprehension, the Graded Salience Hypothesis predicts that literal
meanings will always be activated in different types of context due to their high saliency.
Metaphorical meanings in familiar metaphors are also encoded, and enjoy a similar de-
gree of salience to literal meanings, and will always be activated as well. An utterance such
as “I've got cold feet”, with the expression “cold feet” being a familiar metaphor, will trigger
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the metaphorical meaning of “fearfulness or timidity” even when the intended meaning
is the literal one (Giora 2003). In novel metaphors, however, because the metaphorical
meanings are not encoded in the mental lexicon, they will only be activated in metaphori-
cally-biasing contexts, but not in literally-biasing ones.

2.2 Salient lexical meanings and context

The stage where salient lexical meanings are first activated is the initial process, which
is followed by the integration process (Giora 1997, 2003; Peleg et al. 2001). At the initial
stage, contextual information is processed in parallel with the mental lexicon, which will
not be inhibited even if it is contextually incompatible.

In the second stage, the integration process takes place, and is governed by the Reten-
tion Hypothesis, which predicts that the initially activated salient meanings will be sus-
tained unless they are intrusive to or conflict with the contextual information (see Giora
and Fein 1999 for discussion of the Retention Hypothesis). At this stage, the Graded Sa-
lience Hypothesis is also complemented by the Optimal Innovation Hypothesis, which
allows “for the recovery of a salient meaning from which that novel meaning stems, in
order that the similarity and difference between them may be assessable” (Giora 2003: 176;
see also Giora et al. 2004). The Innovation Hypothesis predicts the retrieval of the original
salient meanings which may be useful or necessary in meaning processing (see also Sper-
ber and Wilson 1995; Evans Forthcoming for discussions of the role of literal meanings in
constructing metaphorical interpretation).

2.3 A discussion of Giora’s salience framework

The Graded Salience Hypothesis has made a valuable contribution to the study of meta-
phor. While I concur to a large extent with Giora’s discussion of the Graded Salience Hy-
pothesis and the two supplementary hypotheses (Giora 2003), I wish to further examine
the notion of salience in terms of accessibility of meaning in a given discourse. I will in
this section address two issues in Giora’s salience framework, the first of which concerns
Giora’s examination of metaphorical meaning, and the second relates to Giora’s discussion
of literal meaning of a metaphor.

As commonly defined, a metaphor depicts a target entity in terms of a source entity. In
most circumstances, the metaphorical meaning would to some extent modify the mean-
ing of the target entity as the result of the metaphorical mapping process. The degrees of
modification may vary, but the cognitive connection between the literal meaning and the
metaphorical meaning can be traced. In Giora’s discussion of metaphors, the source enti-
ties are mostly thoroughly examined and tested for the activation of their salient mean-
ings. Meanings of the target entities, however, are not always examined to a similar extent.
Semino (2004:2188), for instance, has suggested that Giora’s approach to the meaning of
words and expressions could be problematic. Semino quotes one example as illustrated in
Giora’s discussion of metaphor (Giora 2003: 112, italics and asterisk as in the original):
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(1) Sarit’s sons and mine went on fighting continuously. Sarit said to me: These delinquents*
won't let us have a moment of peace.
(Probes displayed at *: Salient: criminals; Contextually compatible: kids; Unrelated: paint-
ers; Nonword: nimvhar)

Example (1) above is treated as a novel metaphor. Using the single-word probe method,
Giora investigates the “priming effects” after the target word “delinquents”. According to
Giora, the word “delinquents” in Example (1) would have two meanings: its literal and
salient meaning “criminals’, and its metaphorical and non-salient meaning “kids”. The
former is the unintended meaning, and hence contextually incompatible, the latter is the
intended meaning, and hence contextually compatible. Participants’ response times for
the above four probes are recorded for comparison. The result shows that responses to the
salient but contextually incompatible probes (criminals) do not differ from the non-sa-
lient but contextually compatible probes (kids). This result supports the prediction of the
Graded Salience Hypothesis in the sense that the literal meaning of a novel metaphor will
be activated initially, regardless of the context.

Giora’s analysis is not entirely agreed upon by Semino (2004), who questions the met-
aphorical meaning in Example (1). Semino notes that the metaphorical meaning “kids” as
suggested by Giora is not adequate when interpreting the overall meaning of Example (1).
According to Semino, at least some aspects of the salient lexical meaning of “delinquents”
are applied to the children in question, and via a cross-domain mapping, achieve a com-
plete understanding of the metaphor, which does not simply mean “kids”, but rather, “our
excessively badly behaved, aggressive, litigious, etc., kids” Semino argues that it is only in a
very strict sense that the literal meaning of “delinquents” can be described as contextually
incompatible (2004:2188). Giora's discussion of Example (1) has revealed a cognitive con-
nection between the source entity DELINQUENTS and the target entity Kips,! but it does
not illustrate how the salient meaning of the entity pELINQUENTS helps modify the entity
KIDS in an utterance such as Example (1).

Semino’s observation raises an important question in the study of metaphor: How
is the metaphorical meaning constructed? When a salience-based account is applied to
analyze metaphor, there comes a related question: How accessible is the metaphorical
meaning in a given discourse? The first question - the construction of the metaphorical
meaning — does not seem to be central in Giora’s discussion of metaphor. The meta-
phorical meaning is very often available already in Giora’s discussion for the analytical
purpose (such as the suggested metaphorical meaning in the above example). The second
question - the accessibility of the metaphorical meaning - is discussed in terms of sali-
ence in Giora’s approach. The metaphorical meaning, when being the intended meaning,
should be accessible to the reader, but is only regarded as salient if encoded in the reader’s
mental lexicon.

Now let us examine Example (1) from a different aspect, and see if the above two ques-
tions can be answered from a different aspect. In (1), the metaphorical meaning “kids” as
suggested by Giora is not an encoded meaning of the entity pELINQUENTS. Therefore al-
though it is an accessible meaning in (1), it is not salient in Giora’s framework. However,

1. Small capitals are used in this paper to refer to mental entities.
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before the reader processes (1), the metaphorical meaning “kids” is not available in the
comprehension of DELINQUENTS. In other words, this meaning is not accessible. After
(1) is processed, the meaning “kids” emerges as a newly accessible meaning. Although it
is not consolidated (yet) in the reader’s cognition, its degree of salience has undergone a
change, from being not-accessible to accessible, and perhaps even highly accessible when
restricted to the local text such as (1). A newly-accessible meaning as such can be re-
tained for further processing should the contextual information support it. Suppose fol-
lowing Example (1), after Sari said to me “These delinquents won't let us have a moment
of peace’, I then said “You are right. I think we should teach the delinquents a lesson”
The metaphorical meaning “delinquent-like kids” is retained in the given discourse. Now
suppose this metaphorical meaning becomes a regular use to the speakers, and it getsto a
stage when the word “delinquent” is uttered, the speakers will naturally think of their kids
fondly as well. (Let us hope one would not encounter real delinquents all the time in real
life!) It can be said at this stage that the metaphorical meaning of “delinquent” becomes
also highly accessible at a personal level. Now let us take one step further and suppose the
metaphorical usage of “delinquents” has become widely acceptable and has gone through
a consolidation process, the meaning of “delinquent-like kids” will then gain a high acces-
sibility at a global level. At this stage, such a meaning would also be regarded as “salient”
according to the Graded Salience Hypothesis.

This alternative approach to examining the graded accessibility of a modified mean-
ing can be a useful supplement to Giora’s salience-based framework. The main difference
between this alternative approach and Giora’s framework is that the latter employs con-
solidation and encodedness in meaning construction as a benchmark in the discussion
of salience while the former does not. Before further comparison between these two ap-
proaches, I will, as mentioned at the beginning of this section, examine another issue that
relates to salience — Giora’s approach to the literal meaning of a metaphor.

In Giora and Balaban (2001), written texts from newspaper articles that contain meta-
phors are selected to test the notion of salience in the Graded Salience Hypothesis, which
predicts that the literal meanings of familiar metaphors, albeit being contextually incom-
patible, is lexically salient and will not be blocked by the context. Among the 60 meta-
phors selected, 30 of them have some mention or echo of their unintended literal mean-
ing, which is represented by a word semantically related to their literal meanings, such as
in Examples (2) and (3) below (Giora and Balaban, 2001: 117, 120, italics and ellipses as in
the original); the other half of the selected metaphors did not have their unintended literal
mentioned or evoked, such as in Example (4) (ibid, 117):

(2) 'The strikes in the education system took place when the union was putting up a fight
against the government. In this fight, threats, sanctions, and even a general strike were the
weapons.

(3) Israel needs ... not only those who flirt with the capital market, but those who marry it, for
better or worse, in poverty and in wealth, until “a purchase proposal” do they apart.

(4) He lost his health, and his spirit broke.
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These texts are read by a total of 40 participants who rate the metaphors on a 1-7 familiar-
ity scale. The results, according to Giora and Balaban’s interpretation, are consistent with
the predictions made by the Graded Salience Hypothesis. Metaphors, such as the use of
“fight” in (2) and “flirt” in (3), are each followed by the mention of their literal meanings,
i.e. “weapons” in (2) and “marry” in (3). These metaphors do not differ in familiarity from
those that were not followed by the literal meaning, i.e. “lost” and “broke” in (4). These re-
sults are used to support the Graded Salience Hypothesis in the sense that the context does
not block activation of salient though incompatible meanings even in highly conventional
metaphors (Giora and Balaban 2001; Giora 2003:136).

My hesitation in agreeing with Giora and Balaban lies in their examination of the
“literal extension” of a metaphorically-used word. Take Example (2) for instance, the use
of “fight” is a conventional metaphor, and so is the use of “weapons”. The words “fight”
and “weapons” are not only semantically related in their literal sense, but are also meta-
phorically connected in the conceptual metaphor ARGUMENT 1s waR (Lakoff and Johnson
1980). In Giroa and Balaban’s study (2001), Example (2) is rated by the readers as conven-
tional, but the rating does not necessarily reveal that the readers deliberately process the
literal meaning of “fight” or “weapons” What the results show is the readers do not seem to
employ extra processing effort in interpreting two metaphorical concepts that both realise
the same conceptual metaphor. In a similar vein, the familiar usage of “flirt” and “marry”
in Example (3) both realise the MARRIAGE metaphor often found in political discourse (see
Musolff, 2004 for the discussion of metaphor scenarios employed in political discourse).
The readers’ familiar rating of Example (3) does not directly indicate any active functions
of the literal meaning of “flirt” or “marry” in the interpretation of (3). However, this is not
to say that the readers always do not activate the literal meanings in the above examples.
The literal meanings, being encoded and consolidated, are easily accessible should the
cognitive process requires it. Also, cognitive process may vary at personal, cultural and
discoursal levels, and consequentially a various degrees of accessibility would be applied
to even the encoded literal meaning of a conventional metaphor.

The purpose of the above discussion is not to take issue with the Graded Salience
Hypothesis and its related hypotheses, but it leads to the suggestion that in metaphorical
analysis, the notion of salience can be measured by an alternative indicator — dynamic ac-
cessibility - instead of meaning-consolidation in the mental lexicon. With this alternative
indicator, the most salient information is the most accessible one at a given time point of
cognitive processing. The accessibility is dynamic in the sense that the accessibility of a
meaning varies at different cognitive levels. Some information is globally salient and its
degree of accessibility is reasonably stable. Some information is only locally salient and its
accessibility can undergo dramatic change in a local discourse. Some information can be
personally salient and is only accessible to certain individuals but not to others. This alter-
native view of salience shares a number of features with the notion of salience proposed in
the Graded Salience Hypothesis (Giora 1997, 2003), but also stands alone as an independ-
ent concept. Section 3 will elaborate upon this proposed notion of salience.
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3. Proposal of a salience-based framework for metaphorical analysis
3.1 The alternative notion of salience

The previous section has provided an initial discussion of a salience-based framework
that features a notion of salience that differs from the one proposed in Giora’s framework
(Giora 1997, 1999, 2003). In this paper and in Huang (2008), the meaning of a mental en-
tity is considered salient if it is highly accessible at a given time point in a given discourse.
This can be used as a working definition of the alternative notion of salience. From this
section onwards, unless otherwise specified, “salience” is referred to in the above defined
sense. The notion of salience in Giora’s framework is specified as “encoded salience” due
to its employment of meaning-consolidation as the definitive benchmark.

Salience is a dynamic and graded notion. It varies at differing stages of processing and
in differing discourses. It also reflects the situation where one mental entity has multiple
meanings competing for salience at the same time. Importantly, salience functions in a
discourse, which is composed of two core elements: the formal linguistic quality of a par-
ticular stretch of language, and its individual or group users. (see Cook 1994: 25-27 for the
discussion of discourse). In this sense, salient meanings are subjected to the range of lin-
guistic and extra linguistic information and knowledge accessible to the language users.

The main difference between this notion of salience and the encoded salience (Giora
2003) is that while both notions regard encoded meaning to be salient, the former also
regards non-consolidated meaning to be salient at a given time point if it is highly ac-
cessible. This notion of salience provides the basis for a salience-based model which ex-
amines metaphorical interpretation in a discourse context. A detailed discussion of this
framework is presented in Huang (2008). Due to the length of this paper, T will only
discuss some of the important aspects of the framework that is particularly relevant to
the discussion in this paper.

Similar to the Graded Salience Hypothesis (Giora 2003), the salience-based model
proposed in Huang (2008) regards encoded meaning of a mental entity to be salient. En-
coded meanings are easily retrievable in one’s mental lexicon. When a mental entity is be-
ing processed, even if its encoded meaning is not the most accessible at a given time point,
it can still be easily activated should it be required. I will in Section 4 explain the method
for identifying the encoded meaning of a mental entity. In this section, I will focus on the
examination of information that is non-consolidated yet salient in cognitive process, and
discuss the importance of this information in metaphorical interpretation.

In Huang (2008), four types of non-consolidated information are discussed with re-
gards to their potential salience in cognitive process. Differing from encoded informa-
tion that can be directly retrieved from one’s mental lexicon regardless of context (Giora
2003), non-consolidated meaning cannot be directly accessed or retrieved in oné’s cogni-
tive process. However, non-consolidated meaning can be made highly accessible in a given
discourse, and they can include four types of information: (1) the meaning with syntactic
prominence in the given text; (2) given a meaning already being salient in a discourse, its
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semantically and/or schematically most related meaning that is previously mentioned in
the same discourse; (3) the foregrounded meaning in the given discourse; (4) the most
preferable and/or desirable meaning considered by the discourse participant. I will discuss
each of these meanings in the following.

3.2 Syntactically salient meaning

The consideration of syntactic salience in the salience-based model for metaphor (Huang
2008, Ref. Chapter 4) is inspired by recent studies in the field of Information Structure
(Grosz et al. 1995; Walker et al. 1998; and Hajicova et al. 1998b; to name a few). In a nut-
shell, in the syntactic aspect, the salience of a mental entity depends on the position of its
linguistic representation in the sentence. In an utterance X is Y, the meaning of Y is more
accessible than the meaning of X because Y is the syntactic focus and X is the syntactic
topic. The syntactic topic often carries the given information and the syntactic focus car-
ries the new information, and therefore the focus has new information to “talk about” the
topic (see Hajicovd et al. 1998 for the discussion of syntactic topic and focus).

The syntactic form “X is Y” is also a prototypical linguistic expression for a metaphor,
in which X stands for the target entity and Y stands for the source entity. Take Example
(5) for instance:

(5) Life is a box of chocolates.

Being the syntactic focus, the meaning of “a box of chocolates” is more accessible than
the meaning of “life” when (5) is being processed. The metaphorical meaning “a box of
chocolates” is probably not consolidated in one’s mental lexicon; even if it is, the meaning
is not more encoded than the literal meaning of “life”. However, the metaphorical meaning
of “a box of chocolates” is, at the local textual level, situated in the centre of the reader’s at-
tention, and is hence more salient than the meaning of “life”. Syntactic salience as such isa
local notion. Strictly speaking, a meaning is syntactically salient only when the particular
sentence is processed. Albeit being a local notion, syntactic salience is a useful indicator
in monitoring the degree of salience of a mental entity in a given discourse. Section 4 will
outline a topic-focus analytical framework that traces the development of a salient mean-
ing in metaphorical interpretation.

3.3 Salience in associate entities

Apart from syntactic salience, the meaning of a salient entity’s immediately associate en-
tity can also gain a reasonably high degree of salience regardless of its status of consolida-
tion in one’s mental lexicon.

Salience in associate entities supplements syntactic salience discussed previously. In
a given discourse, if an immediate association exists between two entities (i.e. that there
is a sufficient body of relevance assembled between them), these two entities are associ-
ate entities. (See Hajicova and Sgall 2001; Hajicova et al. 2003 for discussion of associate
entities.) Generally speaking, two words that belong to the same semantic fields are likely
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to represent two entities that are associated with each other. Haji¢ova et al. (2003) give the
example that the entity CHILD is immediately associated to the entity PARENTS or MOTHER.
Similarly, Example (2) quoted in Section 2.3 of this paper can be said to realise the entities
FIGHT and WEAPONS, which are also associate entities when Example (2) is processed.

Hajicova et al. (Hajicovéd and Sgall 2001; Hajicova et al. 2003) argue that in a given
text (particularly a written text), if an entity A is syntactically salient when sentence S is
processed, and entity B is associated with A and is mentioned in a previous sentence, the
salience degree of B at the point when S is processed would be two degrees lower than
that of A (see HajiCova et al. 1998a:383-384 for a tentative rules for assigning salience
degrees to mental entities in a given discourse). Take Example (2) again for instance, if
the metaphorical meaning of “weapons” is the most salient information when (2) is read,
then the metaphorical meaning of “fight”, which is activated in the previous sentence, will
be less salient than that of “weapons”, but still highly accessible. In a given discourse, if a
metaphorical meaning sustains its salience, it would indicate a continuous metaphorical
interpretation in the reader’s cognitive process. This matter will be further discussed in
Section 4 in the following.

3.4 Salience in the foregrounding meaning

So far I have examined two types of information that do not depend on meaning consoli-
dation. The third type of non-encoded meaning that can become salient in a discourse is
foregrounded meaning which develops out of the reading process.

The notion of foregrounding discussed in van Peer and Hakemulder (2006) applies
to a wide range of cognitive aspects, which include one of the following: certain special
prominence emerging from the reading act; the specific stylistic devices in the text em-
ployed by the author; the specific poetic effect on the reader; an analytic category for
literary appreciation; and finally, a distinction between literary and non-literary discourse
{(van Peer and Hakemulder 2006: 546-547).

In Huang (2008), the above senses of foregrounding have been discussed in relation
to the notion of salience. The information that is made prominent, i.e. foregrounded, in a
given discourse is also the salient information discussed in this paper. In a metaphorical
interpretation, particularly in the case of a novel metaphor, the newly emerged metaphori-
cal meaning can be regarded as a type of foregrounded information that contrasts with the
known information. This foregrounded meaning might not be encoded in one’s mental
lexicon, but it is highly prominent, and hence salient. In Example (1) discussed previously
in Section 2.3, the expression “[t]hese delinquents won't let us have a moment of peace” is
used to refer to the speaker’s children. Although the newly emerged metaphorical mean-
ing of “delinquents” is not an encoded meaning, it is a foregrounded information, and is
salient in Example (1).
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3.5 Meanings preferable to the readers

The fourth type of salient information that does not depend on the entity’s consolidat-
ed lexical meaning is the most preferable and/or desirable meaning considered by the
discourse participants. Recent studies in psycholinguistics have suggested that readers’
preferences can affect their interpretive outcomes of literary narratives (Gerrig and Rapp
2004; Rapp and Gerrig 2002; Rapp et al. 2001; Prentice et al. 1997). When several possible
meanings are equally accessible in a given discourse, the readers can choose to agree or
reject certain meaning according to their personal preferences.

Research findings in Huang (2008) have supported this argument. In Huang (2008,
see Chapters 7, 8 and 9), three short stories with possible metaphorical interpretations are
examined. The analysis of each story’s textual information highlights a number of mean-
ings that are salient because they are either the encode meanings of the mental entities
represented in the discourse, and/or they are syntactically salient in the given sentences;
and/or they represent associate entities of salient entities in the discourse; and/or they
are the foregrounded meanings in the story. These meanings are further examined in a
series of case studies where a number of readers are interviewed for their interpretations
of each story. The interview data show that although the above textually salient meanings
are mostly accessible to the readers in their reading process, the readers tend to employ
personal preferences in their interpretations to sustain the favourable meanings, and to
resist or reject the undesirable ones.

In the reading process, if one meaning is the most preferable one according to a read-
er, it is also the most salient meaning at the time when the reader decides her preference.
This type of preferable meaning is the fourth type of non-encoded yet salient information
in the salience-based model for metaphor proposed in this paper and in Huang (2008).

3.6 Summary

The above sections have outlined and discussed a notion of salience that is defined by a
dynamic and multi-facet accessibility. A meaning is regarded as salient if it is the most
accessible information at the given time point of discourse processing. If a meaning is
encoded in a mental entity, it is salient to the reader at a global level in the sense that
the reader should be able to access it in different discourses even with little aid from the
contextual information. At a local textual level, the meaning with a syntactic prominence,
such as the meaning conveyed by the syntactic focus, is salient at least within the range
of the sentence. For a meaning that is immediately associated with another meaning that
is already salient in a discourse, the associated meaning can also promote its degree of
salience. In metaphorical interpretation, the metaphorical meaning is foregrounded to the
reader’s centre of attention, and is also salient when such a meaning becomes available in
cognitive processing. Finally, in the local personal level, the meaning in a discourse that
is mostly preferred by the reader is the most accessible meaning to the individual, and is
personally salient to the reader when the discourse is processed.
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This proposed notion of salience can be related to the notion of salience discussed in
the Graded Salience Hypothesis and its two supplementary hypotheses (Giora 2003). Both
notions of salience are graded, dynamic, and depend on accessibility. Encoded meanings
are salient information according to both salience accounts. Non-encoded meanings are
not salient according to Giora, but this locally and personally accessible information has
the potential to become globally accessible should be used frequently and becomes widely
recognised. A notion of dynamic salience as such can provide a useful insight to the ex-
planation of the development of metaphorical meaning in a discourse context. In the next
section, I will illustrate how the proposed notion of salience can contribute to metaphori-
cal analysis.

4.  Salience dynamics in the interpretation of a short story

In this section a short story from The Devil’s Larder (Crace 2002) is selected for analysis.
The book contains 64 individual texts numbered from 1 to 64 without specific title. Text 1
is selected for illustrative purpose here based on the grounds that the first text of the book
bears limited contextual background from the previous text. Hence in the interpretive
process, the reader will mainly rely on the text itself for interpretive information.

In Huang (2008), a thorough investigation of the same text has been presented. Due
to the length of this paper, the examination of the text will not contain the same thorough-
ness. However, It is hoped that the analysis of the selected text can provide a clear illustra-
tion of how the proposed notion of salience can contribute to the study of metaphor. In the
following, I will examine the selected text in terms of the five types of salient information
as discussed in Section 3 above.

4.1 'The encoded meaning of the can

For ease of reference, the following discussion will address Text 1 as The Can Story because
the mental entity caN is the discourse topic throughout the story. The story consists of
414 words arranged into 51 sentences and 6 paragraphs. The story is attached in the ap-
pendix for the purpose of reference. In The Can Story, the main characters “they” try to
guess the possible contents of an unlabelled can in their larder. Starting to guess it to be
ordinary food such as baked beans or fish, “they” carry on to imagine impossible contents
within the can, such as “the elixir of youth” and “a devil or a god”. The entity can starts
with its concrete, literal sense in the story, and gets more abstract towards the end. The
final paragraph, Paragraph 6 (P6) quoted below with my added subscripts of mental enti-
ties represented in the paragraph,? strongly suggests a metaphorical interpretation of the
entity CAN:

2. In this paper and in Huang (2008, Ref. Chapter 4), mental entities for examination are mostly repre-
sented linguistically by nouns and pronouns (see also Hajicova et al. 1998).
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(P6) Wey; all should have a canq . like this. Let it,, rust. Let the rimsp, turn rough and
brown. Lift it up and shake it if you want. Shake its sweetnessg,,, or its bitternessy.
Agitate the juicy heaviness,;,, within. The gravy heaviness,,,. The brine,, the soupg;, the
oily;, the sauceg.. The heaviness,,, The choice ,, is wounding it with knives,,, or never
touching it again.

According to the proposed notion of salience, the encoded meaning of a mental entity is
globally salient, and is easily accessible in a given discourse. If the entity can already has
an encoded metaphorical meaning, then it perhaps needs no modification in The Can
Story. However, if such a metaphorical meaning is not yet available to the reader before the
story is read, it can be argued that the metaphorical meaning, should it becomes available,
is developed within the text.

According to the dictionary resources,’ the noun form “can” has twelve contemporary
meanings, amongst which the meanings “airtight sealed metal container for food or drink”
and “a vessel for holding liquids” are the most frequent. Both these two meanings are literal,
with the core sense of being a container (Huang 2008:230-231). There is a metaphorical
meaning of “can” as referred to in the expression “can of worms” However, the metaphori-
cal meaning “source of unpredictable trouble and complexity” only seems to appear when
the expression “can of worms” is used as a set phrase, and the frequency of this metaphori-
cal meaning is far lower than that of the two literal meanings when the word “can” is in use
{ibid.) It can be argued, therefore, when the word “can” is used individually, the most salient
lexical meaning appears to be “a metal container for food, drink, paint, etc”

When the word “can” is used in the story, this literal meaning, being the most encoded
in the reader’s mental lexicon, would be most likely to be activated, and is the most salient
meaning when “can” is processed at the beginning of the story.

4.2 Syntactic salience in The Can Story

As discussed in Section 3.2, syntactic prominence promotes the information situated in
the syntactic focus of a given sentence. Also, the continuous appearance of a syntactic
topic also indicates a sustaining degree of salience. Huang (2008, Chapter 4) has adopted a
tentative framework to measure syntactic salience (see Haji¢ova et al. 1998b for the frame-
work of theTopic-Focus Articulation).

The essence of this framework illustrates the information of a given text in a hierar-
chical manner. The textual information is arranged in a descending order of paragraph-
entity-sentence. Sentences with the same syntactic topic are grouped under the entity that
represents the topic, such as caN1, caN2, and can3. Entities in the focus part of the sen-
tence will be grouped under the entity (or entities) in the topic part. Entities with multiple
appearances in the text are numbered, starting with “1”. The latest mentioned entity au-
tomatically includes its previous contents, such as cAN3 [caN2 (caN1)] (see Huang 2008,
Chapters 4 and 7 for detailed discussions of this measuring framework).

3. WordNet© and Oxford English Dictionary are used as the dictionary resources. See Huang (2008,
Chapters 6 and 7) for the discussion of this methodology.
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Figure 1. Textual information of The Can Story: Paragraph 1

With this framework, the textual information of The Can Story can be illustrated in
Figures 1 to 5. The entities in the left columns of these figures stand for the syntactic topics
of the sentences. Paragraphs 1 and 2 (P1 and P2), for instance, highlight three entities can,
CONTENTS and THEY. These entities remain active from Paragraphs 3 to 6, which means
their syntactic prominences are relatively high throughout the text. The entity THEY is re-
placed by the entity we in the last paragraph (P6), which dominates most of the paragraph
till the end of the story. This shift of syntactic topics indicate the narrative centre moves
from the characters “they” to “we” when the story unfolds.

Importantly, Figures 1 to 5 show an intimate interweavement between the entities
cAN and the CONTENTS of the can. The syntactic structure has shown that both can and
CONTENTS are continuously modified with new information from Paragraph 1 to Para-
graph 6, starting from something concrete (e.g. “salmon, “tuna steaks” and “pineapples”
in Paragraph 2) to something abstract (e.g. “plague”, “elixir of youth” and “devil” in
Paragraph 4).

From the perspective of syntactic salience, when the story marches towards the end,
the most salient meaning of the entity caN is not its encoded literal meaning, but the
newly emerged, abstract meaning of a metaphorical container that holds intangible con-
tents. The syntactic information as illustrated in Figures 1 to 5 also presents an immediate
cognitive association between the entities CAN and CONTENTS (of the can). The develop-
ment of this pair of associate entities also helps construct the foregrounded meaning in
the story. I will in the next section discuss these associate entities and the metaphorical
meaning foregrounded in the story.
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THEY}

CANY/

CANg JTheyrHi do not like to throw iteng out.
CANS

SALMON _ Htenvent might be salmonsy - not cheap.

TUNA STEAKS  Or tuna steaksts.

PINEAPPLE Or rings of s ineapplesp.
Too good to waste.

CONTENTS: |GUAVA  Guava halvesgh.

THEY2

LYCHEES LycheesiLcH,

LEEK SOUP _ Leek soupis.

TOMATOQES __ Skinned, Italian plum tomatoesTm,

(CANs)
caNs Of course, theyTsought to open up the cancyand have a look,
{CANT)

and eat the contentscnt there and then.

CAN10

CONTENTS2 l MEAL: _ Or plan a mealv around it.

CONTENTS!)

BY}
that theyrH like, or used to like.

TtonoronTs must be somethingsm THEY3

EY2

LARDER: _It'scN in their larderLr.

LABRL3 ltcn had a labels once.

THEY4

LABEL2

(CAN9)

CANI1 Theytu chose itcn in the shopsp.
L(CANi0)

(CONTENTS3)
(THEY3)

Figure 2. Textual information of The Can Story: Paragraph 2

4.3 Associate entities and foregrounded meaning in The Can Story

The cognitive association between the entity cAN and its CONTENTS is not restricted to The
Can Story, but is instead a well-accepted notion. The association represents a metonymic
relationship in which the container stands for the contents. The syntactic information in
the text confirms such an immediate association. This associative relationship not only
links caN with its CONTENTS, but also indicates what types of CONTENTS that are normally
associated with can. Huang (2008:232-235) has investigated collocates and concordance
of the word “can” as presented in the British National Corpus. The results show that the
mostly likely contents of a “can” are indeed food-related objects such as “beans’, “coke”

and “tomatoes”.




Solving the riddle of metaphor

121

TheyTs shake the cancn up against their earser.

CANI2 TheyTH sniff at itcn.
CANI2 |

LARDER2 &

(CANID)

But still theyTn cannot tell if it cN/eNT is
beansaN or fruitrt or fishra.

CANI¥CONTENTS4 CONTENTS3)
CAN12

Theyrnare like childrenct with unopened
CHILDREN2 _ birthday giftsec

THEYs | CAN14/CONTENTSs 5

Sometimes their humouryg is macabre:

the contentscnr are beyond
description - baby fleshsr,
sliced fingerssr, dog wasteng,
wormswM, the venom of a
HUMOUR hundred mambasym

- and that is why
CANISCONTENTSs | LABELs there is no labelip.

{{(LABEL3)
(CAN19)
CONTENTS3)

Figure 3. Textual information of The Can Story: Paragraph 3

(THEY4)

This default connection between cAN and its CONTENTS is confirmed in Paragraphs 1
and 2 in The Can Story. Paragraphs 3 to 6, however, add unusual contents to the can, and
by doing so, alters the readers’ expectation of the default connection between can and its
associate entity CONTENTS. The modification of the can’s contents foregrounds an unusual
situation in which only when the CAN entity is perceived metaphorically, can it accom-
modate those abstract and intangible contents as suggested between Paragraphs 3 to 6. In
other words, only if the reader develops a metaphorical interpretation of the entity can,
will the immediate association between caN and CONTENTS be sustained in the story.

Further more, the foregrounded meaning of caN is highlighted in the first sentence
“[w]e should all have a can like this” in Paragraph 6 (highlighted in Figure 5). In this sen-
tence, the word “we” addresses generally to the reader, and the expression “a can” suggests
the meaning of the cAN entity that is globally salient to the reader. The pronoun “this”
foregrounds the information of the caN and its CONTENTs which is locally salient in the
story. By suggesting to the reader a possession of such a unique cAN, the textual informa-
tion in Paragraph 6 foregrounds a contrast between the literal can and the metaphorical
can, and invites the reader to perceive the “can” in a figurative sense.

The metaphorical meaning of CAN is not encoded in the reader’s mental lexicon, but
it is made available when the text proceeds from Paragraphs 3 to 6, and becomes the most
salient information in Paragraph 6. However, although this newly developed meaning of
“can” is salient in the local textual level, it will not become personally salient to the reader
if it is rejected by the reader. This issue will be discussed in the following section.
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[Story 1

THEYs

One night, when there are guestscs and all the winewn
has gone, theyTs put the cancn into the candlelightct
amongst the debris of their mealyi2 and play a guessing

CAN17/CONTENTS? | and not be heard again.

£aMEGG.
CANI6 MEALL)
CAN15)
THEYS

An aphrodisiacac, perhaps: ‘Let’s try.”

A plaguepg - should theytn open up and

spoon itpG/oNT out?

A tunern, canned musicom, something never heard
before that would rise from the open cancn, evaporate,

BLOOD1
CAN18/CONTENTSs 1 What is the colour of the bloodgp?

The elixirex of youth.

The human soup of DNAns
A deviloy or a godgp?
(CANi6)

(CONTENTSs)

1t’s tempting just to stab itcn with a knifexr.
Wound itcn.

KNIFE{

See how itcn bleeds.

(TASTE1) What is its tasterr?

(CANI17)
(CONTENTS?)

Figure 4. Textual information of The Can Story: Paragraphs 4-5

L

CAN19/CONTENTS9

WE

Wewe all should have a cancn like thisen

Let iten rust.

Let the rimsrm turn rough and brown.

Lift itcn up and shake iten if you want.

SWEETNESS & BITTERNESS __ Shake its sweetnessSW or its bitternesspr.

Agitate the juicy heavinessyv within.
The gravy heavinessuv.
The brinesr, the soupsp, the oiloL, the saucesc.

HEAVINESS:

The heavinessuv.

HEAVINESS2
(HEAVINESS!)
(CAN18)
(CONTENTSs)
(THEYs)
KNIFE; The choicecn is wounding itcn with kniveske, or never touching itcn again
CAN20 (KNIFE1)
LCHOICE | (CANI9)

WE)
(THEYs)

Figure 5. Textual information of The Can Story: Paragraph 6
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4.4 'The readers’ preferred interpretations of The Can Story

In Huang (2008, Chapter 7), a small number of reader interviews are conducted in order
to provide some insight to the readers’ interpretive preferences. A total amount of eight
readers participated in the interview. Each of the reader is instructed to read The Can
Story, and is asked the same set of questions in regard to their interpretation of the story
and a number of concepts relevant to the story.

In the initial reading stage, all eight readers interpret the entity caN in its literal, food-
related sense, which accords to the discussion of the salient encoded meaning of a mental
entity at a global level. After the reading process, the metaphorical meanings of the can
(such as “fear”, “family secrets”, and “the unknown”) are available to all but one readers,
and most readers develop the metaphorical reading from Paragraphs 3 and 4, which ac-
cords to the analysis of syntactic salience and foregrounded information which become
apparent in the same location within the text. The results of the interview suggest the same
information that is salient in the global level and in the local textual level is also accessible
to the readers, and is likely to become personally salient to the readers as well. However,
the readers can decide to sustain or reject this available information depending on their
personal preferences. A reader who prefers facts to fiction is able to perceive a metaphori-
cal meaning depicted in a literary narrative, but she may choose the literal interpretation
to be the final interpretation if the text can be interpreted both literally and figuratively. In
the interview of The Can Story, the literal meaning of the cAN sustains during the readers’
reading processes, and co-exists with its metaphorical meaning in the readers’ final inter-
pretations of the story. This is probably due to two reasons, the first of which being that
a literal interpretation of the story is possible; the second of which being the novel meta-
phorical meaning is only salient in a local textual level, and cannot completely override
the literal meaning that is globally salient and deeply entrenched in the readers’ mental
lexicon. However, the interview result does show a reasonable amount of overlap between
the textually salient meanings and the personally salient meanings in the process of The
Can Story (see Huang 2008:269-270). Among these meanings, some have gone through
meaning consolidation and some have not, but each of them is highly accessible at a given
time point of discourse processing.

5. Conclusion

This paper aims to investigate the development of metaphorical meaning in a discourse
context. One way to solve this metaphorical riddle is to explain how certain information
becomes more accessible than the other in the cognitive process of a metaphor. In order to
tackle this issue, a notion of salience is proposed in this paper to examine dynamic acces-
sibility of a meaning at a given time point of discourse processing.

This notion of salience is related to the one discussed in the Graded Salience Hypoth-
esis and its two supplementary hypotheses (Giora 2003). Both notions of salience refer to
the encoded meaning of a mental entity, but the newly proposed salience also includes four
different types of information: the meaning with syntactic prominence; the meaning of an
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entity associated with a salient entity; the foregrounded meaning in a discourse, and the
reader’s preferred meaning. These four types of meanings are highly accessible in the local
and personal levels, and have the potential to become globally salient through a gradual
development.

This proposed notion of salience is the basis of the salience-based model for meta-
phorical interpretation, which is an analytical framework that investigates the develop-
ment of a metaphorical meaning in a discourse context. This paper has provided an analy-
sis of a short story in order to demonstrate how salience dynamics can be monitored and
examined from the aspects of the encoded meaning, the syntactic prominence, salient
associates, and foregrounded information in a given discourse. The information that is
globally and locally salient according to the analysis is further compared with the readers’
interpretations in order to observe the reception and development of the metaphorical
meaning from the readers’ personal perspectives.

The notion of salience proposed in this paper, alongside with the salience-based frame-
work developed in Huang (2008) and outlined in the previous sections aim to explain the
construction of metaphorical meaning in a discourse context. Further study and research
will be required to improve the current framework, and more empirical data are needed to
support further research on salience dynamics in metaphorical comprehension.

Appendix

Text 1 extracted from Crace (2002), with added marks of paragraph information:

(P1) Someone has taken off - and lost - the label on the can. There are two glassy lines of glue
with just a trace of stripped paper where the label was attached. The can’s batch num-
ber - RG2JD 19547 — is embossed on one of the ends. Top or bottom end? No one can tell
what’s up or down. The metal isn’t very old.

(P2) They do not like to throw it out. It might be salmon - not cheap. Or tuna steaks. Or rings of
syruped pineapple. Too good to waste. Guava halves. Lychees. Leek soup. Skinned, Italian
plum tomatoes. Of course, they ought to open up the can and have a look, and eat the
contents there and then. Or plan a meal around it. It must be something that they like, or
used to like. It's in their larder. It had a label once. They chose it in the shop.

(P3) They shake the can up against their ears. They sniff at it. They compare it with the other cans
inside the larder to find a match in size and shape. But still they cannot tell if it is beans or
fruit or fish. They are like children with unopened birthday gifts. Will they be disappointed
when they open up the can? Will it be what they want? Sometimes their humour is maca-
bre: the contents are beyond description — baby flesh, sliced fingers, dog waste, worms, the
venom of a hundred mambas - and that is why there is no label.

(P4) One night, when there are guests and all the wine has gone, they put the can into the
candlelight amongst the debris of their meal and play a guessing game. An aphrodisiac,
perhaps: ‘Let’s try’ A plague - should they open up and spoon it out? A tune, canned music,
something never heard before that would rise from the open can, evaporate, and not be
heard again. The elixir of youth. The human soup of DNA. A devil or a god?
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(P5) It’s tempting just to stab it with a knife. Wound it. See how it bleeds. What is the colour of
the blood? What is its taste?

(P6) We all should have a can like this. Let it rust. Let the rims turn rough and brown. Lift it up
and shake it if you want. Shake its sweetness or its bitterness. Agitate the juicy heaviness
within. The gravy heaviness. The brine, the soup, the oil, the sauce. The heaviness. The
choice is wounding it with knives, or never touching it again.
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When is a linguistic metaphor
a conceptual metaphor?

Daniel Casasanto

1. Introduction

In short, the locus of metaphor is not in language at all, but in the way we conceptualize
one mental domain in terms of another. (Lakoff 1993:203)

The central claim of Conceptual Metaphor Theory is that people conceptualize many
abstract domains metaphorically, in terms of domains of knowledge that are relative-
ly concrete or well-understood (Lakoff 1993; Lakoff and Johnson 1980, 1999).! George
Lakoff (1993:244) writes that “metaphor is fundamentally conceptual, not linguistic, in
nature.” Yet, the overwhelming majority of evidence for conceptual metaphor is linguistic
in nature. The linguistic data that can be marshaled in support of metaphor theory are
compelling and varied. They include analyses of the systematicity of source domain - tar-
get domain relations (e.g. H. Clark 1973; Lakoff and Johnson 1980, 1999), patterns of se-
mantic change throughout history (Lafargue 1898/1906; Sweetser 1991), patterns of child
language acquisition (Bowerman 1994; Johnson 1999), computational modeling of ab-
stract word meanings (Narayanan 1997), and experimental data on language processing
(e.g. Boroditsky 2000, 2001; Gibbs 1994; Glenberg and Kaschak, 2002). But are linguistic
data enough?

There are both in principle and in practice reasons why we cannot infer the struc-
ture and content of non-linguistic mental representations based solely on linguistic and
psycholinguistic data. In principle, if Conceptual Metaphor is a theory of mental rep-
resentation (and not just of language), then it must be true that people structure their
abstract concepts metaphorically even when they’re not using language. Yet, this claim is
impossible to test with methods that require people to process abstract concepts in lan-
guage. Tt is plausible that the mental representations people form when they are using lan-
guage are importantly different from the mental representations they form when they are

1. Throughout this chapter, Conceptual Metaphor Theory will be used to refer to Lakoff and Johnson’s
proposal, as well as related theories. This generalization obscures some theoretical differences among
proposals by different researchers, and even differences between Lakoff and Johnson’s CMT circa 1980
and circa 1999. However, the present discussion should be equally relevant for all theories that attempt to
predict the structure of abstract concepts based on patterns in metaphorical language.
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perceiving, remembering, and acting on the world without using language (E. Clark 2003;
Slobin 1987). Linguistic tests alone cannot evaluate this possibility. In practice, while some
non-linguistic experimental results have validated Conceptual Metaphor Theory, others
have challenged it. This chapter will briefly review experiments testing our understanding
of the abstract domain of time, and then present three experiments exploring the meta-
phorical basis of similarity. In keeping with the ‘new directions’ theme of this volume, this
chapter will illustrate how tools developed by psychologists can be used to test cognitive
linguistic theories, and how experimental results can suggest novel conceptualizations of
long-studied domains.

2. Time is our fruit fly

Time has become for the metaphor theorist what the fruit fly is for the geneticist: the
model system of choice for linguistic and psychological tests of relationships between
metaphorical source and target domains. Linguistic analyses evince intricate systems of
conceptual projections from the source domains of space and motion to the domain of
time (e.g. Alverson 1994; H. Clark 1973; Evans 2004; Grady 1997; Lakoff and Johnson
1980, 1999), some of which have been validated in psycholinguistic experiments (e.g.
Boroditsky 2000, 2001; Torralbo, Santiago, and Lupiailez 2006), gesture experiments
(Casasanto 2008a; Nifiez and Sweetser 2006), and low-level psychophysical tests (Casa-
santo 2008b; Casasanto and Boroditsky 2008). The latter experiments were designed ex-
pressly to address the in principle limitation of language-based studies, described above.

2.1 Spatializing time in language and thought

Our approach was to test whether the same asymmetric relationship between space and
time found in linguistic metaphors is also found in people’s non-linguistic mental rep-
resentations of time. People tend to talk about time in terms of space (e.g. a long vaca-
tion, a short engagement) more than they talk about space in terms of time (Lakoff and
Johnson 1980). Do people also think about time in terms of space — more than the other
way around - even when theyre not using language? To find out, Lera Boroditsky and I
conducted a series of experiments in which people watched simple, nonverbal stimuli (e.g.
a line ‘growing’ across the computer screen), and clicked the mouse to reproduce either
the duration of the stimulus (i.e. how much time the line remained on the screen) or its
spatial displacement (i.e. the distance of the line from end to end). Results showed the
predicted space-time asymmetry. Participants could ignore a line’s duration when esti-
mating its spatial distance, but they could not ignore distance when estimating duration.
Lines that traveled a shorter distance were judged to take a shorter time, and lines that
traveled a longer distance were judged to take a longer time — even though, in reality, all
lines had the same average duration, regardless of the distance they traveled. Even when
participants were warned which dimension of the stimulus they should pay attention to,
they couldn’t help incorporating irrelevant spatial information into their temporal judg-
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ments (but not vice versa). These experiments showed that the asymmetric relationship
between space and time found in linguistic metaphors is also found in our more basic
non-linguistic representations of distance and duration (Casasanto 2008b; Casasanto and
Boroditsky 2008).

Subsequent experiments showed that relationships between non-linguistic represen-
tations of time and space are highly specific, and can be predicted based on particulars of a
speakerss first language. Whereas English tends to use metaphors that liken time to spatial
distance (e.g. ‘a long time, like ‘a long road’), other languages like Greek favor metaphors
that liken time to an amount of a substance accumulating in three-dimensional space (e.g.
POLI ORA, tr. ‘much time) like ‘much water’).

English and Greek speakers performed a pair of psychophysical tasks to test how
deeply linguistic metaphors might influence non-linguistic thought. The first task re-
quired them to estimate the duration of a growing line while ignoring its spatial length, as
above (i.e. the distance interference task). The second task required them to estimate the
duration of a container gradually filling up with liquid while ignoring its fullness (i.e. the
amount interference task). English and Greek speakers showed strikingly different patterns
of results. English speakers’ duration judgments were strongly affected by line length, but
only weakly affected by container fullness. Greek speakers showed the opposite pattern,
as we predicted based on the relative strengths of the TIME IS DISTANCE and TIME IS
AMOUNT metaphors in English and Greek. Training experiments showed that teaching
English speakers to use amount metaphors for time in the laboratory caused them to per-
form the filling container task indistinguishably from Greek speakers.

These experiments suggest that linguistic metaphors not only reflect the structure of
speakers’ non-linguistic duration representations, they can also shape those representa-
tions (Casasanto 2008b). More importantly for the current discussion, they validate both
the psychological reality of Conceptual Metaphor Theory and the specificity of the predic-
tions it can make. We don't just think about time in terms of space, we think about time
using exactly the type of spatial representations (i.e. linear or three-dimensional) that our
linguistic metaphors imply. (See Boroditsky 2001; H. Clark 1973; Nuijiez and Sweetser
2006; Torralbo, Santiago and Lupidfiez 2006; and Tversky, Kugelmass and Winter 1991 for
further evidence of the specificity of spatial schemas for time.)

Yet, despite such evidence supporting Conceptual Metaphor Theory, other tests have
yielded conflicting results, even in the domain of time. Evans (2004) presents a catalog
of discrepancies between the facts of English metaphors and the predictions that emerge
from a recent, well-reasoned incarnation of metaphor theory, Grady’s (1997) theory of
Primary Metaphor. Evans points out that based on common English expressions like
we’re coming up on the deadline, the most natural inference is that English speakers men-
tally represent time in terms of upward motion on a vertical spatial axis. Yet, several
lines of evidence (including Evans’s informal survey of native speakers’ intuitions about
such statements) indicate that English speakers mentally represent events as if they fol-
low one another along a horizontal spatial axis (Boroditsky 2000, 2001; H. Clark 1973;
Nifiez and Sweetser 2006; Torralbo, Santiago and Lupidiiez 2006; Tversky, Kugelmass
and Winter 1991). It may be possible to address this particular concern of Evans’s, in
part, by pointing to analogous spatial expressions like we’re coming up to the front of the
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queue or pull the car up to the curb in which ‘up’ implies horizontal motion: this idiom-
atic horizontal use of ‘up’ occurs in the spatial domain as well as the temporal. As such,
coming up on the deadline may arguably import a horizontal spatial schema into the do-
main of time. Still, the point remains that interpreting this spatio-temporal expression
at face value would generate misleading predictions about the nature of non-linguistic
time representations.

Trouble with time metaphors deepens when we consider other experimental results.
Co-speech gestures corresponding to temporal expressions support Conceptual Metaphor
Theory in some ways, but challenge it in others. Ntufiez and Sweetser (2006) interviewed
Aymara speakers about how time expressions are used in their language, and then analyzed
the gestures speakers produced during these interviews. They found that Aymara speakers
often gestured frontward when talking about the past and backward when talking about
the future, consistent with the unusual spatial metaphors in their language that suggest the
past lies ahead of them and the future behind them. By contrast, I conducted a series of
experiments in which English speakers produced spontaneous co-speech gestures when
telling stories about past and future events, but these gestures were largely inconsistent
with spatio-temporal metaphors in English — and every other known language (Casasanto
2008a). English space-time metaphors place the future in front of the speaker (e.g., the
best years are ahead of us) and the past behind the speaker, (e.g., our salad days are behind
us), implying that time flows along the sagittal (front/back) axis. However, when English
speaking participants told stories about sequences of events they systematically gestured
along the transverse (left/right) axis, placing the past to the left and the future to the right
(see also Calbris 1990; Cienki 1998; Nurfiez and Sweetser 2006). This was true whether
they used spatial language explicitly (e.g., ‘a century before’) or expressed the same ideas
using non-spatial language (e.g., ‘a century earlier’). These results are broadly consistent
with the claim from Conceptual Metaphor Theory that English speakers mentally repre-
sent time in terms of horizontal space. Yet, they are inexplicable on a stricts version of this
theory given that left-right spatio-temporal metaphors are entirely absent from English
speech. Cultural conventions such as reading, writing, and calendars that represent time
as flowing from left to right point toward a partial explanation of this behavior (Tversky,
Kugelmass and Winter 1991), but there is no obvious way to predict - or even account
for — the left-right spatialization of time based on patterns in metaphorical language.

These spontaneous gesture data (Casasanto 2008a) not only raise questions about the
relationship between linguistic metaphors and conceptual metaphors, they also challenge
many English speakers’ intuitions about the way they gesture, and suggest a dissociation
between people’s conscious and unconscious spatializations of time. When I asked English
speakers informally to show how they typically gesture to indicate pastward and future-
ward events, they often gestured on the sagittal axis — placing the future in front of them
and the past behind them, consistent with front-back metaphors in English. This was true
for naive informants and metaphor theorists, alike. Yet, these deliberate, conscious ges-
tures (or gesture demonstrations) differ strikingly from the spontaneous gestures that ex-
perimental participants produced when they were not talking explicitly about the concept
of time. Speakers’ conscious reflections on how they use space to represent time appear
to be colored by the verbal metaphors at their disposal, but their unconscious representa-
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tions of time reveal other non-linguistic sociocultural influences, as well. Understanding
how space structures our mental representations of time will require integrating linguistic
analyses and non-linguistic experimental results.

2.2 Time and speed

Speed also serves as a source domain for time in language, and provides another testbed
for exploring the relationship between linguistic and conceptual metaphors. QUICKNESS
acts as a metaphorical vehicle in utterances expressing either BREVITY (la) or CON-
TRACTED DURATION (1b).

(1) a.  Well take a quick vacation.
(QUICKNESS = BREVITY)
b.  Our vacation went by quickly.
(QUICKNESS = CONTRACTED DURATION)

In the first example, the speaker comments on the duration of the vacation, per se, whereas
in the second example the speaker comments that the duration felt contracted relative to
expectation (whether or not the vacation was, in fact, brief). In both of these cases, speed
is inversely related to duration, consistent with the relationship between velocity and time
in Newtonian kinematics:
Distance
Time = ————
Velocity
In this formula, time and distance are positively correlated, as suggested by metaphorical
expressions like a long party and a short concert. The ‘growing line’ experiments reviewed
above demonstrate that this positive correlation between distance and time exists in peo-
ple’s non-linguistic mental representations as well. Just as time and velocity are negatively
correlated in this kinematic formula, time and speed (the scalar analog of velocity) appear
negatively correlated in linguistic metaphors such as {1a) and (1b). Are time and speed
also negatively correlated in people’s non-linguistic mental representations?

Piaget’s inquiries into children’s understanding of time provide a surprising answer.
Distance metaphors for time are similar in French and English (e.g. depuis longtemps
means ‘for a long time’). Consistent with these metaphors, Piaget found that French-
speaking children often based their judgments of duration on their experience of distance.
For example, when asked to judge the relative duration of two trains traveling along paral-
lel tracks at different speeds, children often reported (erroneously) that the train traveling
the longer distance took the longer time. Quickness metaphors for time also function
similarly in French and English (e.g. des vacances rapides means ‘a quick vacation’ or ‘a
brief vacation’). Contrary to these metaphors, however, Piaget found that children often
reported the train traveling at the faster speed took the longer time (Piaget 1927/1969; see
also Mori, Kitagawa and Tadang 1974). Children believed that both distance and speed
were positively correlated with time. Piaget concluded that time, space, and speed remain
conflated in children’s mental representations of motion events until about age nine, but
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that after this age they construct the logical relationships among these dimensions sug-
gested by Newtonian kinematics (and by linguistic metaphors).

Experiments by Casasanto and Boroditsky suggest the conflation of time, space, and
speed in children’s minds may be more enduring than Piaget realized. Adult English
speakers from the MIT community performed a version of the growing line task that
allowed the influences of distance and speed on time estimates to be evaluated indepen-
dently. Our results were remarkably consistent with Piaget’s. As in our previous studies,
we found a positive relationship between distance and time: participants judged lines
that traveled a shorter distance to take a shorter time, and lines that traveled a longer
distance to take a longer time (even though, on average, all lines took the same amount
of time, regardless of their spatial length). Surprisingly, we also found a positive relation-
ship between speed and time: participants judged lines that traveled slower to take less
time, and lines that traveled faster to take more time (even though, on average, all lines
took the same amount of time, regardless of their speed). The effect of speed on time
estimation was just as strong as the effect of distance on time estimation. This positive
relationship between speed and time remained significant even when the influence of
distance was removed mathematically, by partial correlation. This outcome was unex-
pected in light of the highly specific patterns of cross-dimensional interference observed
in the space-time experiments described earlier, which were predicted from metaphors
in participants’ first languages. Based on these, we can rule out the possibility that par-
ticipants simply construe more of one dimension in a motion event as more of another,
indiscriminately. If that were the case, we would not have found the asymmetric interfer-
ence between time and space described in the first set of growing line experiments, or the
cross-linguistic differences in space-time interference patterns in the growing line/fill-
ing container experiments comparing English and Greek speakers.

Why did Piaget’s children and our MIT undergraduates reveal mental representations
of motion events in which time, speed, and distance were all positively correlated? Piaget,
who was an associate of Einstein’s, suggested a link between psychological time and the
relativity of physical time. Yet, it is hard to imagine our primitive intuitions of time, space,
and speed being shaped by something so counterintuitive as Einsteinian relativity. An
alternative explanation invokes the intuitive physics of projectiles. Newtonian kinematics
makes a host of simplifying assumptions that are violated by our everyday interactions
with the physical world. Although the equation above shows an inverse relationship be-
tween time and (average) velocity, consider the relationship between these dimensions
when a projectile is thrown with either greater or lesser force. When we throw a ball hard,
it travels a longer distance, at a greater velocity, and for a longer time than when we throw
it softly: Distance a Time a Velocity. By throwing and observing projectiles, we may learn
that there are, in fact, positive correlations of time, speed, and distance in our everyday
experience. These correlations may have given rise (in either evolutionary or developmen-
tal time) to the primitive, non-Newtonian understanding of time and speed revealed by
Casasanto and Boroditsky’s low-level psychophysical experiments and by Piaget’s stud-
ies. Eventually, perhaps through language use and explicit instruction as well as through
physical experience, children learn that under special circumstances time and speed are
inversely related (e.g. when distance is held constant, as in many of Piaget’s experiments,
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or in the everyday experience of commuting from home to the office quickly or slowly
along a given route).

This proposal, that the physics of projectiles shapes our intuitions of time, space, and
speed, is speculative and in need of further investigation. What is important for the pres-
ent discussion is that psychological tests reveal we have at least two contrasting ways of
understanding the relationship between time and speed - only one of which can be pre-
dicted based on speed-time metaphors in language. Linguistic metaphors enshrine the
more sophisticated inverse relationship between time and speed given by Newtonian ki-
nematics. If our theory of how time is mentally represented were based solely on patterns
in metaphorical language, we would never discover the more primitive relationship that
governs children’s understanding of time and speed, and influences ours as well.

3. Similarity and proximity: When does close in space mean ‘close’ in mind?

The domain of similarity provides another potential testbed for hypotheses about con-
ceptual structure that are derived from linguistic metaphors. How do people judge the
similarity of words, objects, or ideas? Despite concerns about its usefulness as a construct
(Goodman 1972), similarity remains the focus of much psychological research, perhaps
because our sense of similarity seems intimately linked with our capacity to generalize,
to form categories, and to individuate concepts (Medin, Goldstone and Gentner 1993).
In English (and many other languages), when speakers talk about similarity they often
use words and expressions that describe spatial relations. Things that are similar along
nearly any dimension can be described as close, and things that are dissimilar as far. For
example:

(2) a. These two shades of blue aren’t identical, but they’re close.
b.  The opposing candidates’ stances on the issue couldn’t be farther apart.

Is it possible that the way people talk about similarity reveals something fundamental
about the way they conceptualize it? Our notion of similarity is abstract, like our ideas of
justice, love, or time insomuch as it is (a) vaguely and variably defined, (b) highly context
dependent, and {c) mentalistic: lacking a concrete referent in the physical world that can
be perceived through the senses. The experiments reported here tested the hypothesis that
our notion of similarity depends, in part, on mental representations of physical distance
(Casasanto 2008¢). In three experiments, participants rated the similarity of pairs of words
or pictures, which were presented at varying distances on the computer screen (i.e. close,
medium, or far apart). A simple prediction was made based on the distance metaphors
for similarity that are used in metric psychological models of similarity and in everyday
language: if people think about similarity the way they talk about it (i.e. similar things are
close), then participants should judge stimuli to be more similar when they are presented
close together on the screen than when they are presented far apart.
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3.1 Experiment 1: Abstract nouns

Experiment 1 tested whether participants would rate pairs of abstract nouns to be more
similar in meaning when they appeared closer together on the screen. Abstract nouns (e.g.
Grief, Justice, Hope) were chosen as stimuli for this first test of the relationship between
similarity and proximity because the predicted influence of space on similarity may be
most evident for similarity judgments about abstract entities that cannot be perceived
directly through the senses.

3.1.1 Methods
3.1.1.1 Participants. 27 native English speaking participants from the Stanford University
community performed this experiment, in exchange for payment.

3.1.1.2 Materials. 72 abstract nouns (concreteness rating < 400) between 4 and 10 letters
long were selected from the MRC Psycholinguistic Database. Nouns were randomly com-
bined into 36 pairs (e.g. Grief-Justice, Memory-Hope, Sympathy-Loyalty). Words were pre-
sented on an iMac monitor (1024 x 768 pixels resolution, 72 dpi) in 14 point courier font.

3.1.1.3 Procedure. Participants viewed word pairs in randomized order, one word at a time,
and rated their similarity in meaning on a scale of 1 (not at all similar) to 9 (very similar).
Before the first word appeared, a pair of empty ‘picture frames’ (150 pixels wide, 50 pixels
high) appeared on the vertical midline of the screen for 500 ms. The centers of the frames
were separated horizontally by 150 pixels in the Close condition, 300 pixels in the Medium
condition, and 450 pixels in the Far condition. Pairs of Close, Medium, and Far picture
frames appeared in one of four positions on the far left, middle left, middle right, or far
right of the screen. This variation in position was orthogonal to the variation in distance
between words, and was intended to reduce demand characteristics of the task. After 500
ms, the first word in each pair appeared for 2000 ms in the leftmost picture frame, then
disappeared. After a 500 ms inter-stimulus interval, the second word of the pair appeared
in the rightmost picture frame for 2000 ms. The words of each pair were presented serially
rather than simultaneously to rule out low-level explanations for any observed differences
in similarity ratings across conditions due to differences in saccadic activity or sharing of
visual attention. Participants saw each word pair once, and the assignment of word pairs
to conditions was counterbalanced across subjects.

3.1.2 Results and discussion

Results of Experiment 1 showed that stimuli were judged to be more similar when they
were presented closer together than when they were farther apart (Fig. 1). Z-scored simi-
larity ratings were compared using one-way ANOVA. Ratings differed significantly across
conditions, both by subjects (F1(2,52) = 3.45, p < .04) and by items (F2(2,105) = 4.49,
p <.02). A one-tailed paired-samples t-test showed a difference between Close and Far
trials when analyzed by subjects (difference = 0.28, t(26) = 2.22, p < .02). A one-tailed
independent-samples t-test confirmed this difference between Close and Far trials when
analyzed by items (difference = 0.24, t(36) = 2.74, p < .004).
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Figure 1. Similarity ratings for pairs of abstract nouns varied significantly as a function of their
spatial separation on the screen. Pairs were judged to be more similar when they were presented
closer together on the screen, consistent with predictions based on Conceptual Metaphor Theory.
Error bars indicate s.e.m.

The finding that stimuli were rated more similar when presented closer together is
consistent with predictions based on Conceptual Metaphor Theory. One concern in in-
terpreting these results was that some of the word pairs were judged to have very low
similarity in all conditions, and that the influence of proximity may have been restricted to
these pairs for which word meanings were difficult to compare. However, when data were
mean-split, the same qualitative relation between similarity and proximity was found for
high-similarity and low-similarity pairs, analyzed separately.

3.2 Experiment 2: Unfamiliar faces

Experiment 2 tested whether the results of Experiment 1 would generalize to a different
type of stimulus for which similarity had to be computed along different dimensions. To
judge the similarity of the abstract nouns pairs, participants had to retrieve word mean-
ings from memory, and to reason about unseen properties of abstract entities. Because
the appearance of words is arbitrarily related to their meaning, the visual stimuli them-
selves provided little information (if any) that was relevant to the similarity judgment.
Would distance still influence similarity judgments as in Experiment 1 even if more of
the relevant information were given perceptually, in the visual stimuli themselves? Ac-
cording to Conceptual Metaphor Theory, it should.

Although ‘concrete’ entities that can be perceived directly are not posited to be struc-
tured metaphorically (Lakoff and Johnson 1999), people use the SIMILARITY IS PROX-
IMITY metaphor to describe similarity between both abstract and concrete things, alike:
just as two abstract words can be said to be close in meaning, two lines can be close in
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length, two paint chips can be close in color, two shirts can be close in size, and two faces
can be close in appearance. The relationship between similarity and proximity in linguistic
metaphors generalizes broadly (so broadly, in fact, that it is difficult to imagine a case in
which similarity cannot be described in terms of distance). The same metaphor can de-
scribe similarity along both conceptual and perceptual dimensions. Therefore, if people
conceptualize similarity the way they talk about it, the same prediction about the relation
between similarity and proximity should hold for both conceptual judgments about ab-
stract entities and perceptual judgments about concrete entities.

For Experiment 2, participants judged the similarity of pairs of unfamiliar faces.
Whereas participants in Experiment 1 were instructed to judge similarity of abstract
words based on their meanings, participants in Experiment 2 were instructed to judge
similarity of faces based on their visual appearance.

3.2.1 Methods
3.2.1.1 Participants. 33 native English speaking participants from the MIT community
performed this experiment, in exchange for payment.

3.2.1.2 Materials and procedure. 60 pairs of unfamiliar faces were constructed from a da-
tabase of University of Pennsylvania ID card photos. Half were male-male and half were
female-female pairs. Faces pairs were presented exactly as word pairs were presented in
Experiment 1, with the following exception: the height of the ‘picture frames’ was changed
to accommodate the size of the photos (150 pixels wide by 200 pixels high).

3.2.2 Results and discussion

Results of Experiment 2 showed that stimuli were judged to be more similar when they were
presented farther apart than when they were presented closer together (Fig. 2). Z-scored
similarity ratings were compared using one-way ANOVA. Ratings differed significantly
across conditions, both by subjects (F1(2,64) = 3.61, p < .04) and by items (F2(2,177) =
3.29, p < .04). A two-tailed paired-samples t-test showed a difference between Close and
Far trials when analyzed by subjects (difference = 0.16, t(32) = 2.90, p <.007). A two-
tailed independent-samples t-test confirmed this difference between Close and Far trials
when analyzed by items (difference = 0.12, t(118) = 2.45, p <.02).

Whereas in Experiment 1 closer stimuli were judged to be more similar, in Experi-
ment 2 closer stimuli were judged to be less similar. Thus, Experiment 2 results not only
fail to show an influence of proximity on similarity in the direction that was predicted
based on Conceptual Metaphor Theory (i.e. closer = more similar), they also show a high-
ly significant effect of proximity on similarity judgments in the opposite direction.

3.3 Experiment 3: Object pictures

Why did proximity have opposite effects on similarity ratings for abstract nouns and un-
familiar faces? Experiments 1 and 2 differed both in the kind of stimulus participants
judged (i.e. verbal vs. pictorial) and in the kind of judgments they made (i.e. ‘conceptual’
judgments based on meaning vs. ‘perceptual’ judgments based on visual appearance). Ex-
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Figure 2. Similarity ratings for pairs of faces varied significantly as a function of their spatial
separation on the screen. Pairs were judged to be less similar when they were presented closer
together on the screen, contrary to predictions based on Conceptual Metaphor Theory. Error bars
indicate s.e.m.

periment 3 evaluated whether the results of Experiments 1 and 2 differed because of the
type of stimulus or the type of judgment.

For Experiment 3, different judgments were made on the same set of stimulus pic-
tures, which depicted common objects. Half of the participants were instructed to judge
their similarity in visual appearance (a perceptual judgment), and the other half to judge
their similarity in function or use (a conceptual judgment). If the difference between the
results of Experiments 1 and 2 was due to a difference in the type of experimental mate-
rials used, then results of both Experiments 3a and 3b should resemble those of Experi-
ment 2, in which pictorial stimuli were used: closer stimuli should be judged to be less
similar, regardless of the type of judgment participants made. By contrast, if the difference
between results of the first two experiments was due to participants judging abstract, un-
seen properties of the stimuli in Experiment 1 but judging concrete, perceptible proper-
ties of the stimuli in Experiment 2, then results of Experiment 3a (conceptual judgment)
should be similar to those of Experiment 1 (i.e. closer stimuli should be judged more
similar), whereas results of Experiment 3b (perceptual judgment) should be similar to
those of Experiment 2 (i.e. closer stimuli should be judged less similar).

3.3.1 Methods

3.3.1.1 Participants. 40 participants performed Experiment 3a and an additional 40 per-
formed Experiment 3b, in exchange for payment. All were native English speakers from
the MIT community.
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3.3.1.2 Materials and procedure. 30 pairs of objects were constructed from the Snodgrass
and van der Wart line drawings. Objects were paired only within semantic categories (e.g.
tools, clothing, furniture) to facilitate meaningful comparisons. Object pairs were pre-
sented as in previous experiments, with the following exception: stimuli appeared at one
of two distances on the screen (instead of three), to maximize the difference between the
Close condition, in which the centers of pictures were separated by 150 pixels, and the Far
condition in which the centers of pictures were separated by 600 pixels.

3.3.2 Results and discussion

Results showed that during conceptual judgments (Experiment 3a), closer stimuli were
judged to be more similar (Fig. 3, left). By contrast, during perceptual judgments (Ex-
periment 3b), closer stimuli were judged to be less similar (Fig. 3, right). Similarity rat-
ings were z-scored, and a mixed ANOVA with Distance (Close, Far) as a within-subjects
factor and Judgment Type (Perceptual, Conceptual) as a between-subjects factor showed
a significant 2-way interaction by subjects, (F1(1,78) = 12.23, p < 0.001) with no main
effects. This significant interaction was confirmed in 2-way ANOVA by items, with Dis-
tance (Close, Far) and Judgment Type (Perceptual, Conceptual) as between-subjects fac-
tors (F2(1,116) = 12.12, p < 0.001), with no main effects.

Planned pair-wise comparisons tested the difference between Close and Far trials in
Experiments 3a and 3b, by subjects and by items. Two-tailed paired samples t-tests showed
that Close trials were rated significantly more similar than Far trials during conceptual
judgments (Experiment 3a: difference = .10, t(39) = 2.59, p < .02 uncorrected, p = .03 after
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Figure 3. Results of Experiment 3a (left) and 3b (right). Similarity ratings for pairs of object
pictures varied significantly as a function of their spatial separation on the screen. For the same
set of stimuli, the relation between similarity and proximity was consistent with predictions based
on Conceptual Metaphor Theory during Conceptual Judgments (Experiment 3a), but inconsistent
during Perceptual Judgments (Experiment 3b). Error bars indicate s.e.m.
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Bonferroni correction), whereas Close trials were rated significantly less similar than Far
trials during perceptual judgments (Experiment 3b: difference = .09, t(39) = 2.46, p < .02
uncorrected, p = .04 after Bonferroni correction) when analyzed by subjects. Two-tailed
independent-samples t-tests confirmed that this same pattern was found when data were
analyzed by items: Close trials were rated significantly more similar than Far trials dur-
ing conceptual judgments (Experiment 3a: difference = .10, t(58) = 2.35, p <.03 uncor-
rected, p = .04 after Bonferroni correction), whereas Close trials were rated significantly
less similar than Far trials during perceptual judgments (Experiment 3b: difference = .10,
t(58) = 2.56, p < .02 uncorrected, p = .03 after Bonferroni correction).

An additional meta-analysis was performed, comparing the effect of distance on simi-
larity ratings for Close vs. Far trials across Experiments 1, 2, 3a, and 3b. The effect of prox-
imity on similarity judgments for each experiment was defined as the difference between
participants’ mean similarity ratings in the Close and Far conditions [Effect of Proximity
on Similarity = (mean of normalized similarity ratings in Close condition) - (mean of
normalized similarity ratings in Far condition)], and was compared across all experiments
using one-way ANOVA (F(3,136) = 8.81, p < 0.0001; Fig. 4). Two-tailed pair-wise inde-
pendent-samples t-tests showed significant differences between the effects of proximity on
similarity ratings for Abstract Nouns vs. Perceptual Object Judgments (difference = .37,
t(56) = 3.28, p < .002 uncorrected, p=.01 after Bonferroni correction), Abstract Nouns
vs. Faces (difference = .44, t(58) = 3.41, p <.001 uncorrected, p = .006 after Bonferroni
correction), Perceptual Object Judgments vs. Conceptual Object Judgments (difference =
.19, t(78) = 3.57, p < .001 uncorrected, p = .006 after Bonferroni correction), and for Con-
ceptual Object Judgments vs. Faces (difference = .26, t(71) = 3.98, p < .0001 uncorrected,
p = .0006 after Bonferroni correction). Importantly, no differences were found between
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Figure 4. Comparison of the effect of proximity on similarity ratings across experiments. Error
bars indicate s.e.m. Closer stimuli were rated more similar during conceptual judgments (Experi-
ments 1 and 3a, left columns) but less similar during perceptual judgments (Experiments 3b and
2, right columns).
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the effects of proximity on similarity ratings for Abstract Nouns vs. Conceptual Object
Judgments (difference = .18, t(65) = 1.62, ns) or for Perceptual Object Judgments vs. Faces
(difference = .07, t(71) = 1.14, ns).

In summary, this meta-analysis shows that all pair-wise comparisons between judg-
ment types (conceptual vs. perceptual) yielded highly significant differences, whereas
pair-wise comparisons within judgment types yielded no significant differences: results
of the two experiments requiring conceptual judgments differed from the results of the
two experiments requiring perceptual judgments. By contrast, the results of the two con-
ceptual judgment experiments did not differ from one another, and the results of the two
perceptual judgment experiments did not differ from one another.

Together, the results of Experiment 3 and of the meta-analysis suggest that the con-
trasting effects of proximity on similarity judgments found for Experiments 1 and 2 were
not due to superficial differences between the verbal and pictorial stimuli. Rather, the
effect of proximity on similarity depends on the kind of judgment participants make: con-
ceptual judgments about abstract entities or unseen object properties vs. perceptual judg-
ments about visible stimulus properties.

3.4 General discussion of Experiments 1-3

Experiments 1-3 tested whether similarity ratings for words and pictures vary as a func-
tion of how far apart stimuli appear on a computer screen. Results showed that physical
proximity influenced similarity judgments significantly in all experiments, but the direc-
tion of influence varied according to the type of judgment participants made. Closer stim-
uli were rated more similar during ‘conceptual’ judgments of abstract entities or unseen
object properties (Experiments 1 and 3a), whereas closer stimuli were rated less similar
during ‘perceptual’ judgments of the visual appearance of faces and objects (Experiments
2 and 3b). Conceptual judgments followed the simplest prediction based on the SIMI-
LARITY IS PROXIMITY metaphor (Lakoft and Johnson 1999): when stimuli appeared
closer in physical space they were judged to be ‘closer’ in participants’ mental similarity
space, as well. Perceptual judgments showed the opposite pattern, however, contrary to
predictions based on linguistic metaphors for similarity.

Can these results be accommodated within a Conceptual Metaphor framework? The
outcome of Experiments 1-3 is broadly consistent with the claim that abstract entities are
mentally represented metaphorically, whereas concrete entities that can be perceived di-
rectly are represented non-metaphorically, on their own terms {Lakoff and Johnson 1980,
1999). Still, Conceptual Metaphor Theory is hard-pressed to account for the difference
between the effects of space on perceptual vs. conceptual judgments, given that the same
spatial metaphors for similarity can be used to describe both low-level perceptual proper-
ties and high-level conceptual properties: similarities in appearance, function, or meaning
can all be described using words like close and far. Thus, linguistic metaphors suggest that
the same conceptual metaphor underlies our notions of both perceptual and conceptual
similarity (see examples (2a) and (2b), above). Although Experiments 1 and 3a supported
the metaphor-based prediction that stimuli presented closer in space would be judged to
be more similar, Experiments 2 and 3b showed the opposite pattern of results. Overall
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these studies pose a challenge to Conceptual Metaphor Theory, and suggest that we can-
not necessarily infer relationships between similarity and proximity in people’s non-lin-
guistic mental representations from patterns in metaphorical language.

Previous studies have also reported positive associations between proximity and
conceptual similarity for both abstract and relatively concrete entities. Sweetser (1998)
observed that speakers sometimes bring their hands closer together in space to indicate
the similarity of abstract ideas via spontaneous co-speech gestures. Goldstone (1994)
asked participants to arrange various tokens of the letter “A” on the computer screen
such that more similar tokens were positioned closer in space. Although in principle
similarity between tokens of the letter “A” could depend on perceptual properties of
the stimuli, Goldstone noted that when participants were asked to indicate similarity
via spatial proximity they focused on “abstract commonalities” between tokens (1994:
385). Whereas participants’ non-spatial same/different judgments of the “A” stimuli were
driven by perceptual similarity, instructing participants to arrange stimuli according
to the rule that ‘closer = more similar’ led them to “tap into a level of similarity that is
relatively cognitive rather than perceptual” (ibid.). This complex relationship between
spatial proximity, conceptual similarity, and perceptual similarity appears to have been
unexpected in the Goldstone study, as it was in the present study.

Conceptual Metaphor Theory does not predict the pattern of data reported here, and
it is possible that no current theory of similarity predicts it a priori. However, considering
the computation of similarity to be a rational statistical inference based on regularities
in our environment may help to situate the observed pattern of results in an ecologi-
cal framework (Anderson 1991; Shepard 1987; Tenenbaum and Griffiths 2001). As Ge-
stalt psychologists observed, the world appears to be pervasively clumpy (Wertheimer
1923/1938). Things that belong to the same category tend to be found close together, and
also tend to be similar to one another compared with things that belong to different cat-
egories. Given that we are continually exposed to such organization, and that recognizing
clumpiness may be useful for reasoning about our environment, it seems plausible that
people implicitly learn and use a set of relations that could be called The Clumpiness
Principle (building on Wertheimer’s principles of proximity and similarity): Proximity a
Similarity a Category Membership.

Tenenbaum and Griffiths (2001) proposed a Bayesian model according to which the
similarity of two items is computed in terms of the probability that they are members of
the same category (i.e. drawn from the same statistical distribution). In their model, the
probability that items share category membership is proportional to the likelihood that
they do given the information present in the stimuli, per se, and also proportional to the
probability that they do given the observer’s prior experience and stored knowledge. If
we assume this generalization-based view of similarity, then in the present experiments
participants’ estimates of the probability that stimulus items belonged to the same cat-
egory (and, therefore, of their similarity) depended in part on perceptible information
given in the stimulus, and in part on their implicit knowledge of the Clumpiness Prin-
ciple. In the case of conceptual similarity judgments, little relevant perceptual informa-
tion was available in the stimulus items, so participants” heuristic use of the Clumpiness
Principle was evident: greater proximity was used as an index of more probable shared
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category membership and of greater similarity. In the case of the perceptual similar-
ity judgments, however, participants’ estimates of the probability that stimulus items
belonged to the same category were likely to depend more strongly on the perceptible
information given in the stimuli themselves, which overwhelmed any influence of the
Clumpiness Principle.

On this proposal, when perceptible information was available in the stimuli (and was
relevant to the task), participants used it. Participants may have judged closer stimuli to
be less similar in Experiments 2 and 3b because proximity facilitates noticing small difter-
ences during perceptual judgments that might go unnoticed for stimuli presented farther
apart.? By contrast, when perceptual information wasn’t available in the stimuli (in Ex-
periment 1) or wasn't relevant to the required judgment (in Experiment 3a), then partici-
pants’ judgments reflected their heuristic use of the knowledge that proximity correlates
with category membership and with similarity.

Thus, it may be possible to account for the contrasting effects of proximity on con-
ceptual and perceptual similarity judgments if the computation of similarity is considered
to be a process of rational inference that optimally combines perceptible information at
hand with stored knowledge of experiential regularities (Anderson 1991; Shepard 1987;
Tenenbaum and Griffiths 2001).

3.5 Summary of similarity and proximity experiments

Three experiments showed that changing the spatial separation between pairs of words
or pictures on the computer screen changed the way people rated their similarity. Our
notion of similarity appears to depend, in part, on our experience of spatial proximity,
but not always as predicted by spatial metaphors in language. When participants made
conceptual judgments about abstract entities or unseen object properties, stimuli present-
ed closer together were judged to be more similar than stimuli presented farther apart,
consistent with predictions based on linguistic metaphors. By contrast, when participants
made perceptual judgments about visible stimulus properties, stimuli presented closer
together were judged to be less similar than stimuli presented farther apart, contrary to
predictions based on linguistic metaphors. These findings underscore the importance of
testing Conceptual Metaphor Theory experimentally, and suggest that it is not possible to
infer the relationship between similarity and proximity in people’s non-linguistic mental
representations based solely on patterns in metaphorical language.

2. Since all stimuli were presented serially this explanation requires that proximity still facilitates no-
ticing small differences between stimuli even when members of a pair are never seen simultaneously.
Although further research is needed to test this assumption, this seems plausible in light of research show-
ing that the spatial location of visually presented information is automatically indexed in memory and
accessed during retrieval, even when the spatial information is task-irrelevant (Richardson and Spivey
2000).
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4. Conclusions

The studies reviewed here show both convergence and divergence between predictions
based on linguistic metaphors and the results of behavioral experiments. Studies test-
ing the conceptual metaphors TIME IS SPACE, TIME IS SPEED, and SIMILARITY IS
PROXIMITY yielded some results that could not be predicted based on metaphors in
English (or any known spoken language). Importantly, where these studies failed to sup-
port predictions based on linguistic metaphors they did not simply produce null effects.
Rather, they provided clear evidence of relationships between source and target domains
that were either orthogonal to the relationships encoded in language (in the case of the
gesture experiments showing left-right spatialization of time), or directly contradictory to
the relationships predicted by patterns in language (in the case of the time-speed experi-
ments by Piaget and by Casasanto and Boroditsky, and also the experiments on perceptual
similarity judgments reported here).

The first conclusion these studies support is that relationships between non-linguis-
tic domains of knowledge cannot necessarily be inferred from metaphors in language.
Linguistic metaphors reveal only a subset of the conceptual metaphors that appear to
structure our mental representations of similarity and time. The second conclusion is
that even when linguistic metaphors fail to predict the exact relationships revealed by
behavioral tests, they nevertheless point to important links between the source and tar-
get domains. Space and time, speed and time, and proximity and similarity are not un-
related: rather, they appear to be related in more complex ways than linguistic analyses
alone can discover. As such, linguistic metaphors should be treated as a source of hypoth-
eses about the structure of abstract concepts. Evaluating these hypotheses — determining
when a linguistic metaphor reflects an underlying conceptual metaphor - requires both
linguistic and extra-linguistic methods, and calls for cooperation across disciplines of
the cognitive sciences.
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The expression “blends” is often used to refer to a type of data where, very visibly, two
or more inputs are partially mapped onto each other and selectively projected to a new
mental space in which novel structure can emerge (Fauconnier and Turner 1994, 1998,
2002). Famous examples of such blends are The Buddhist Monk, Regatta, Nixon in France,
Complex Numbers, The Image Club. As it turns out, far from being exceptional, marginal,
or genre-specific, such blends are all over the place, and especially visible in fields as dif-
ferent as scientific discovery, humor, advertising, or religious rituals.

What warranted a new category for this kind of data when we first studied it was
that it didn’t fit into any of the known mapping schemes, in particular the source-target
scheme of metaphor theory as understood at the time, or analogy, or metonymy, or simple
framing.

Methodologically, the abundance of previously unnoticed (and hence never analyzed)
“blending” data suddenly offered a wealth of empirical resources to study with precision
the cognitive operations! of mapping and integration that made such blends possible. As
the principles of conceptual blending became better understood, conceptual blending it-
self became a legitimate tool of discovery and analysis. Take for example the evolution of
Lakoff and Nuiiez's work on the cognitive basis of mathematics, which became the excel-
lent book Where Mathematics Comes From, published in 2000. This research started out
as an exploration of the metaphorical underpinnings of mathematics, and it ended up of-
fering powerful analyses of mathematical conceptualization in terms of conceptual blends
(Lakoff and Nufiez 2000).2 A key cognitive construction discovered by Lakoff and Nuilez,
the “basic metaphor of infinity” was later correctly reanalyzed by Nufiez as a conceptual
blending template (Nufiez 2005).

1. A cognitive operation is not the same thing as a brain mechanism. Blending is called a cognitive
operation here in the same sense as other high-level cognitive operations such as analogy, metaphor,
framing, recursion, viewpoint shift, etc. Little is known yet about how the brain carries out such opera-
tions. Interesting computational models designed to capture the properties of such operations and to be
maximally compatible with neural architectures are examined in Feldman (2006).

2. Seeespecially the sections on the number line, granulars and hyper-reals, the disk-line segment, nega-
tive numbers, and the entire part VI of the book, which gives a superb description of many successive
conceptual blends in mathematics that end up giving meaning to the mysterious formula e/* = -1.
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The systematic study of integration as a cognitive operation made many useful de-
scriptive distinctions possible. So, within the data referred to as “blends”, there are dif-
ferent products depending on the types of inputs, the links between them, the choices
for projection, etc. Corresponding types of blends are distinguished, or rather aligned
on a graded continuum, going from simplex blends to mirror blends to single-scope and
double-scope blends, all dividable into further subcategories.® Blends can also be classified
along other dimensions for various purposes.*

The description and classification of this new data is pretty much uncontroversial
and widely viewed as innovative and useful. But a deeper project is to explore the role of
integration and compression in meaning construction beyond the very visible blends that
brought these cognitive operations to our attention.

In the present paper, I will point out some useful generalizations that emerge from
the study of integration, along with some of the pervasive fallacies that stand in the way
of making such generalizations. Through the analysis of attested data, I will discuss the
notion of “generalized integration networks” and how they allow the construction of a
multiplicity of surface products in human thought and action.

1. Three fallacies
Fallacy 1: Different surface products result from different cognitive operations

When the new surface products known as “blends” were first displayed, they were con-
trasted with familiar surface products and mapping operations that have been around for-
ever: frames and framing, metaphors and metaphorical mappings, “logical” counterfactu-
als and counterfactual mappings, analogies and analogical mappings. Common sense and
intellectual tradition associate a specific type of mapping with each specific type of surface
product. Metaphorical mappings produce metaphors, analogical mappings produce anal-
ogies,® and so on. In fact, the words “metaphor”, “analogy”, “metonymy”, are ambiguous:
they can refer to the surface product or to the mapping that supposedly produced it. So it
seems to make sense to see “blends” as one additional type of surface product, and to see
“blending” as the specific mapping pattern associated with the newly discovered product.
This leap from product to process is fallacious. There is usually no isomorphism be-
tween the surface products as we see and classify them in everyday life and the underly-
ing principles that produce them. Hence, once we have the evidence for integration (an
operation) as provided by blends (data), it's an open question whether that operation is
restricted to “blends” or whether it might also be at work in more familiar data.

3. 'The taxonomy of blends is developed in Fauconnier and Turner (1998, 2002).
4. Some possibilities are outlined in Fauconnier and Turner (1994).

5. A pair of situations is not an analogy in any absolute or a priori sense. It becomes one if an analogical
mapping is imposed on partial mental models for the situations.
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Fallacy 2: If it’s new, it’s going to cost more

This is a triple fallacy, which applies equally when by “new” we mean “newly discovered”
or when we mean “newly acquired” (through evolution or through learning).

The automatic assumption is that the recently noticed data (blends in the case at hand)
must somehow be more exotic, less typical, than the familiar products already comfort-
ably, if not always neatly, categorized. And along with that assumption also comes the
corollary that more exotic phenomena demand extra cognitive effort, special machinery
not normally used but available for out of the way (or even perhaps outlandish) human be-
havior in exceptional (marked) genres such as sarcasm, humor, spirituality, mathematics.

But this reasoning is also fallacious. New (i.e. previously unnoticed) data may indeed
reveal cognitive operations; it does not follow that such operations are confined to the new
data (Fallacy 1), or that they are necessarily exceptional, atypical, or costly. The data is new
to the scientist, but it's always been around. In the case of blends, the data provides solid
evidence for the operation of conceptual integration and the general principles that gov-
ern it.> Humans happen to possess this capacity, including its double-scope manifestation,
arguably indispensable for many singularities of human behavior (language, religion, sci-
ence, art). There is no reason to believe that using this capacity is cognitively costly for hu-
mans. In fact, it turns out that humans use it all the time, for better or for worse, and that
they clearly enjoy activities that depend on it, such as humor, deceit, rituals, or fiction.

A second corollary of Fallacy 2 is that existing theoretical machinery (e.g. standard
framing or source-target metaphor theory) should be used whenever possible and that
“new” machinery should only be resorted to when all else fails. In other words, the falla-
cious idea that less familiar data is cognitively more costly to produce is mirrored by the
equally fallacious idea that “new” theoretical mechanisms (conceptual integration in this
case) are theoretically more onerous than the more familiar theoretical mechanisms.

Moreover, Fallacy 2 is applied to learning: a child (it is assumed) learns the “simple”
operations first and the “complex” ones later. Cognitively costly operations are acquired
later, according to this implicit extension. Again, there is no a priori reason to believe
this. Eighteen-month-old children (and perhaps younger ones) produce and understand
elaborate blends.

Fallacy 3: A wide-ranging cognitive operation purports to explain “everything”
Corollary: Such an operation explains “too much” and is unconstrained

It is generally agreed that “visible blends” reveal the mechanics of integration more readily
than other phenomena. The obvious question is “does integration play a role in phenom-
ena other than visible blends?” Considerable attention has been lavished on this issue
in the last twelve years, with unexpected but (with hindsight) unsurprising convergent
results: yes, integration operates in the construction of a multitude of surface products,

6. Constitutive principles, governing optimality principles, and compression laws are discussed in The
Way We Think (Fauconnier and Turner 2002).
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which may differ sharply from one another along many other dimensions. These surface
products include for example analogical counterfactuals, mathematical notions like com-
plex number, technological innovations like timepieces or computer interfaces, and also
more familiar products like frames, metaphor, and grammatical constructions.”

Jerome Feldman, in his excellent work on the neural theory of language, writes:

More recently, Mark Turner and Gilles Fauconnier (2002) have made a bold attempt to
explain much of mental life in terms of the cognitive linguistic notion of conceptual inte-
gration (or blending) we discussed in chapter 24. (Feldman 2006)

The proper way to understand this comment is that we (Turner and Fauconnier) have
indeed shown that conceptual integration plays a necessary role in human mental life as
evidenced by surface products of particular interest to humans.

But “necessary” is not “sufficient” Billions of years of biological evolution precede
the appearance of fully-fledged double-scope integration. Integration is only a minuscule
component of the stunningly complex organization of the embodied mind. To be sure, it is
responsible for striking singularities which distinguish humans from other species in ways
that are of particular interest to humans themselves, and therefore to human researchers.

2. An example: The smoking ears network

When we avoid Fallacies 1, 2, 3, we can look at any surface product in a more general
way. Instead of trying to fit it into a conventional descriptive category (such as metaphor,
counterfactual, etc.), we can look in detail at the succession of mappings and integrations
that operate in order to yield the complete surface product. Typically, what we find is a
generalized integration network, which combines conventional integrations available in
the language and culture with novel integrations and emergent structure made possible by
the context in which the surface product is constructed.

To illustrate this, I will discuss an anecdotal example in some detail. The piece of
data is taken from a column in the San Francisco Chronicle titled ‘Bar Patrons Fume Over
Smoking Law’ 'The occasion for the newspaper column is the enforcement of the ban on
smoking in the state of California.

“No Smoking” signs were tacked up in bars all over California yesterday, and hard-core
smokers nursing a scotch or a beer were so angry that if they had been allowed to light up,
the smoke would have been coming out of their ears.

2.1 The anger network

The excerpt from the Chronicle is immediately and effortlessly understood by readers,
even though it triggers the construction of an elaborate “generalized” integration network.

7. See the extensive bibliography for such studies at http://blending.stanford.edu, and representative
work in Coulson and Oakley (2000, 2005).
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To build the network, a reader must have available the well known conventional meta-
phorical network of “anger as heat in the body container” It has three major inputs, heat
in a container, emotion, and body. I quote below from The Way We Think (Fauconnier and
Turner 2002) in order to sum up the main features of this network. Kovecses and Lakoff’s
analysis of the heat/anger metaphor is discussed in Lakoff (1987).

We have independently manipulable spaces for the emotion of anger and bodily states. We
also have a conventional cultural notion of their relationship, based on correlation - peo-
ple often do get flushed and shake when they are angry. We will call this notion the “Story
of Emotion and Body”.

In addition to the metaphoric mapping between Heat and Emotions and the vital
relation connection between Emotions and Body, there is a third partial mapping between
Heat and Body. In this mapping, steam as vapor that comes from a container connects to
perspiration as liquid that comes from a container; the heat of a physical object connects
to body heat; and the shaking of the container connects to the body’s trembling.

The three partial mappings set the stage for a conventional multiple blend in which
the counterparts in the inputs are fused, giving, for example, a single element that is heat,
anger, and body heat, a single element that is exploding, reaching extreme anger, and be-
ginning to shake. Once we have this blend, we can run it to develop further emergent
structure, and recruit other information to the inputs to facilitate its development.

For example, we might say, “He was so mad I could see smoke coming out of his
ears”. This derives from recruiting ears to the Body input and an orifice to the Heat input,
and projecting them to the same element in the blend. We now have a new physiological
reaction - smoke coming out of the ears - that is inconceivable in the original Body input.
In the blend, it is fused with anger. Conventional expressions like “He exploded” can also
prompt for new physiological reactions in the blend that are impossible for the Body input
itself. In these cases, the notion of physiological correlates of emotion is coming from the
“Story of Emotion and Body” inputs, but the specific content of the physiological reaction
(smoke, explosion) is coming from the Heat input. This is a Multiple-Scope Network, with
a conventional global generic space (Story of Emotions and Body) over two of the inputs
and their vital relations, and with a systematic compression of those outer-space vital rela-
tions to uniqueness in the blend.

The blend remains linked to the inputs. A sentence like “He was so mad I could see
smoke coming out of his ears” directly identifies structure in the blend, but inferences -
smoke is a sign of great anger - are projected back to corresponding inferences in the
Emotion input and the Body input: he was extremely angry and was showing physiological
signs of it. (What these signs actually were in the actual human situation is irrelevant.)

Expressions can refer directly to the blend, as in “He exploded. I could see the smoke
coming out of his ears” This description, which would be inappropriate for any of the
input spaces by itself, coherently picks out the integrated scene of the blend. Additionally,
even when the vocabulary is appropriate for one of the input spaces, the blend can often
use it in ways that would be ungrammatical for that input: for example, suppose the chefis
angry and acts it out by boiling a pressure cooker until it explodes; although “anger” and
“explode” apply to this scene, and although we could say the cooker “exploded with force”,
we cannot say it “exploded with anger” But in the blend, where the anger is pressure and
heat and force, we can indeed say, “He exploded with anger”
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Vocabulary from all three inputs can be combined when referring to the blend, as in “She
became red with anger and finally exploded”. Again, however, we could not say of a pan
heated red by the angry chef that it was “red with anger”

Running the blend can produce elaborate emergent structure, as in “God, was he ever
mad. I could see the smoke coming out of his ears - I thought his hat would catch fire!”

There are no burning hats in the heat input or in the anger input. Burning hats are
emergent in the blend, which has the frame of somebody on fire. They imply greater heat/
anger, greater loss of control, and greater danger. (Fauconnier and Turner 2002: 300-301)

Table 1. Inputs to the anger network

Heat input Emotion input Body input

“physical events” “emotions” “physiology”

container person body

substance/liquid blood

pressure degree of anger blood pressure

heat anger body heat

steam sign of anger perspiration, redness

explode show extreme anger acute shaking, loss of physiological control
boiling point highest degree of emotion

orifice (lid, spout, ...) orifice (ears, navel, mouth)

From The Way We Think (Fauconnier and Turner 2002:300).

Story of Emotion and Body

Figure 1. Anger network
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2.2 Counterfactual “zoloft” networks

The newspaper column takes for granted the reader’s mastery of the culturally sanc-
tioned anger network, and proceeds to build a counterfactual if they had been allowed to
light up ... This is not a conventional network, but it conforms to a more general counter-
factual blending template in which the blended space seems to incorporate incompatible
pieces of information. Such networks are used fluently by subjects in many situations,
and have been discussed by Coulson (2001) in the case of “abortion rhetoric”. I am call-
ing them “zoloft” networks for present purposes, because of the following typical ex-
ample of such networks provided by the so-called Zoloft defense case.®

In the Zoloft defense case, a teenager had murdered his grandparents. When the time
came for him to be sentenced, his father pleaded for leniency and invoked the grand-par-
ents his son had murdered, saying: “if they were still alive, they would also plead for mercy
for their grandson.”

Two inputs are blended: one in which the killing occurs, and the grandparents are
dead, and one (counterfactual) in which nothing happens. In the latter, the grandparents
are alive, they love their grandson as always, and he has done nothing wrong.

In the diagram below, s refers to the son/grandson, g to the grandparents.

Dead (g) Alive (g)

Murderer (s,g) Love (g,s)

Alive (g)

Love (g,s)
Murderer (s,g)

emergent scale

Figure 2. Zoloft network

8. The defense in this case was called the “Zoloft defense” because it argued that the grandson under the
:ztluence of the anti-depressant Zoloft, was not aware of the import of his actions. This defense failed in
large part because the defendant, in addition to stabbing his grandparents in their bed, had later set fire to
their house to destroy evidence of his crime.
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The construction of the network is fairly straightforward. Some elements are brought
in from the “reality” input: the grandson has been found guilty of murder and is being
sentenced. Other elements are brought in from the counterfactual input: his grandparents
love him and wish him the best. Emergent structure in the blended space is created in in-
teresting ways. First, since the grandparents love their grandson and think highly of him,
it follows logically that they plead for leniency. Secondly, a background cultural frame is
covertly activated:® pleas in favor of a convicted criminal carry different weight depending
on who makes them. At the very top of the scale of credible advocates for the criminal (or
indeed more generally for a culprit of any sort) is the victim of the crime. A victim can of-
fer forgiveness, and/or plead effectively in favor of the offender. The underlying folk model
includes a scale on which it is normally the victim who demands the harshest punishment,
so that the actual punishment should not be more severe than what the victim demands.
In the blended space of the zoloft network, the grandparents’ support for their grandson
in ordinary circumstances becomes the dead victims’ support for the convicted murderer.
The blend allows the scale to emerge with the dead grandparents at the very top.

The blended space seems of course “illogical”: if the grandparents were alive, there
would be no murder, and therefore no sentencing. But as in many other blends that we
use routinely, this apparent incongruity is not an obstacle to the emergence of the desired
scale and the argument in favor of leniency that it provides.

2.3 Smokers’ zoloft network

The same zoloft blending template is used in the Fuming Smokers column. From one
input NS (reflecting the real situation at hand: no smoking), we project the smoking ban
(analogous to the murder in Zoloft), and the anger it triggers, and from the other (coun-
terfactual) input YS, in which smokers smoke, we project the fact that they smoke, in
order to obtain an emergent form of their anger, at the top of a scale of angry reactions. In
the blended space Z of this zoloft network, the ban on smoking is in place causing smokers
to be enraged, and they are allowed to smoke.

2.4 Angry smokers’ network

However, all this is not enough to account for the observed data. In the conventional
metaphorical blend of anger, we do have the property that the greater the heat, the more
steam, smoke or fumes will come out of orifices in the container, and in the blended space
this yields the emergent property that great anger/heat in the body/container will cause
steam/fumes to come out of orifices in the body/container: He was fuming/steaming (with
anger). He was so mad, you could see the smoke coming out of his ears.

But this metaphorical smoke is not tied to any actual smoke in the body. What hap-
pens in the Fuming Smokers column is that a novel mapping is created opportunistically:

9. This is a standard process in the emergence of novel structure in the blended space, as shown for
example in the analysis of stock examples like The debate with Kant, or Regatta.
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Input NS Counterfactual Input YS

smoking ban in place smoking allowed

smokers furious
3 smokers_ smoke

can ﬁt}t sn{‘Q‘ke

sr‘fxpkir;g bap" in place

smokers fu‘.rious

smokers smoke

Figure 3. Smokers’ zoloft network

INPUT A (=H/E/B) INPUT §
BLENDED SPACE CONVENTIONAL
OF ANGER NETWORK SMOKING

anger/heat/body heat

substance in body/container 2

smoke in body

T —

signs of anger/fumes  +

degree of anger/pressur :A

Pressure/quantity of smoke
of substance {

smoke in ahd ot of body

degree of anéér/pressure,
quantity of smoke

BLENDED SPACE S/A OF SMOKERS’ ANGER

Figure 4. Angry smokers’ network



156

Gilles Fauconnier

the fumes from the anger network can be mapped onto the smokers’ smoke. This mapping
triggers a novel integration, the SMOKER’S ANGER network in which the smoke in the
smokers’ bodies is fused with the metaphorical fumes from the smokers’ anger. One input
is the blended space of the conventional ANGER network, where metaphorical heat is
fused with body heat and with the corresponding emotion, anger; the other input is the
frame of SMOKING, with a person inhaling smoke into their body. Furthermore in the
blended space of this new integration, smoke is now the substance contained in the smok-
er’s body. In the input of SMOKING, the smoke inside the smoker’s body is not the result
of some other substance heating up within the body; it is produced by an external heated
object (burning tobacco) and then inhaled and exhaled by the smoker. In the blended
space of the SMOKER'S ANGER network, the substance under pressure in the body and
the smoke emitted as a result are fused. This is a cause—effect compression.

In the blended space constructed through this elaborate process, the smokers display
their anger in a supremely visible way: we see the smoke from their burning tobacco com-
ing out of orifices in their body.

But the situation described in the newspaper is one where a ban on smoking has just
been put in place. This makes smokers angry but prevents their anger from being seen
since they have no smoke to work with. The zoloft network Z (described in 2) comes to
the rescue: it allows the construction of a further counterfactual blend Z/SA in which the
ban is in place, and yet the smokers can express their anger as specified by the SMOKERS’
ANGER network (i.e. by expelling tobacco smoke through their ears).

This is achieved by blending Z (the zoloft blended space in which the ban is in place,
the smokers are angry, and they are allowed to smoke) with SA, the ANGRY SMOKERS
blended space. In Z/SA, the ban is in place, and the smokers' rage can manifest itself at the
top of the anger scale: smoke coming out of the ears.

2.5  Full network

We end up with the full network diagrammed below. The H/E/B part of this network is the
conventional culturally sanctioned anger network, with a metaphorical component (anger
as heat) and a metonymic component (anger as its stereotypical bodily manifestations).
The integration is successful because H (heat, pressure, and substance in a container) also
maps naturally onto B (body temperature, blood and blood pressure) in a way that is nei-
ther metaphorical nor metonymic.

H/E/B (conventional anger) is blended with S (smoking) to yield SA (smokers’ an-
ger). This part of the network is not conventional: it is creative in context, drawing op-
portunistically on a contextually available correspondence between the metaphorical
smoke in H/E/B and the real smoke produced by the activity of smoking. Moreover, its
only purpose is to feed into the next part of the generalized integration network, the
zoloft network, in order to convey the thwarted smokers’ fury.

That sub-network is built by using the available zoloft template (integrating an actual
input with its counterfactual alternative). The input space NS, in which the ban is in place,
causing smokers to be furious and preventing them from smoking, is blended with the
counterfactual input space YS, in which they are allowed to smoke. In the blended space
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H E B
s H/E/B NS YSs
SA z
SA/Z
H: heat SA: smokers’ anger
E: emotions NS: no smoking space
B: body YS: smoking allowed (counterfactual)
H/E/B: anger blend Z: smokers’s zoloft space (smoking ban+smoke)

S: conventional smoking ~ SA/Z: thwarted smokers fume

Figure 5. Full network

Z of the zoloft sub-network, the ban is in place, smokers are furious {projection from NS),
and they smoke (projection from YS).

Z can now map onto SA, since both are cases of furious smokers who smoke. In the
resulting blend, Z/SA, the ban is in place (projection from Z) and the smokers fury is
manifested by smoke coming out of their ears (projection from SA).

3. Discussion

The surface product exhibited in the newspaper excerpt is the result of several successive
integrations. Is it a “metaphor”? Clearly, yes, but not a conventional one, and not sim-
ply a source to target mapping. Is it a “counterfactual”? Clearly, yes, since it builds on a
counterfactual situation where smokers can smoke in spite of the ban, but it is not a case
of building an alternative possible world. In possible worlds, smoke does not come out
of the ears of smokers even when they are supremely angry. In possible worlds, smoking
cannot be simultaneously banned and allowed. Is the newspaper statement contradictory
or unintelligible? Clearly, no. On the contrary, it cleverly conveys the writer’s point: that
smokers are furious, frustrated, and unhappy. Is the piece of data a “blend”? Clearly, ves,
and indeed a very visible one.
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So, this surface product cannot be classified in a single category, or linked with a
single mapping pattern. Understanding it requires the careful study of the multiple in-
tegrations that operate and of the established networks or network templates that are re-
cruited effortlessly for its construction. It is not a “blend” as opposed to a “metaphor” or a
“metaphor” as opposed to a “counterfactual”. It shares features with all of them.

Is attested data of this kind cognitively significant? Of course. Tens of thousands, per-
haps millions, of readers of this newspaper column were able to perform the meaning con-
struction with no conscious effort, no puzzlement, and presumably with pleasure, all of
which attests to the universality of the processes involved. Is the cognitive construction a
special one, to be distinguished from “ordinary” semantics? Certainly not, since as shown
in the analysis it makes use of completely standard integration capacities, and recruits
culturally entrenched networks and network templates.

Is the capacity for building generalized integration networks restricted to specific genres
like humor? Solid evidence to the contrary has now been advanced in countless studies by
scholars looking at conceptual blending. They have shown for example that elaborate gen-
eralized networks of the type described here are culturally and psychologically elaborated
in the evolution of mathematical concepts, the technological development of instruments,
of computer interfaces, of grammar for signed and spoken languages, of literary creativity
in poetry, theatre, and literature, of courtroom practice, of religion and magic, or again of
culturally significant and widely shared notions like the concept of “time”!?

This very rich body of work, like the more accessible “smokers’ fury” discussed here,
dispels the fallacies mentioned at the outset of this paper. Using generalized integration,
a capacity available to humans, is not more costly or exceptional than using other capaci-
ties, and simply interacts with them (fallacy 2). Integration is not a “theory of everything”
(fallacy 3): it is a precise meaning construction operation that shows up in very diverse
human products and exists in addition to, and not instead of, the infinitely greater body
of biological and cognitive capacities available to us and often shared to some degree with
other species. The surface distribution of products that we distinguish sharply in our ev-
eryday experience does not correlate with a corresponding distinction between the map-
ping schemes or cognitive capacities needed to produce them (fallacy 1): an operation like
integration can be at work in all of them, and precise analysis of the generalized networks
needs to be done for any observed data, just as chemical analysis needs to be done for any
unknown chemical, without adding new elements or new principles to chemistry.!!

10. For the role of blending in the evolution of mathematical concepts, see Fauconnier and Turner (2002),
Lakoff and Nuiiez (2000), Robert (1998). For the technological development of instruments, see Hutchins
(2005), Williams (2005), Alac (2006). Blending and computer interfaces are discussed in Fauconnier
(2001), Imaz and Benyon (in press). The role of blending in grammar for signed and spoken languages is
demonstrated in Liddell (1998, 2003), Mandelblit (1997). Literary creativity in poetry, theatre, and litera-
ture are examined from this perspective in Turner (1996), Freeman (1997), Dancygier (2005), Sweetser
(2006), Cook (2006), Fauconnier (2003), Hiraga (2005), Oakley (1998). Courtroom practice is analyzed
in Pascual (2002), religion and magic in Sorensen (1999, 2007), Sweetser (2000). Time is re-examined in
Fauconnier and Turner (2008).

11. This is one important reason why notions like metaphor, metonymy, analogy, and counterfactual, ap-
plied to surface products, elude rigorous definition. Real data does not fit neatly into such categories, and



Generalized integration networks

159

In order to construct and use generalized integration networks as humans do con-
stantly in everyday life and also in the creative breakthroughs of art, literature and science,
they need at a minimum the following capacities, not attested to date in other species:
(1) the cognitive capacity for conceptual integration (double-scope, mirror, simplex, ...);
(2) the cultural elaboration over cultural time of entrenched networks (e.g. elaborate
metaphorical networks developed for time, anger, death, mathematics, event structure,
elaborate grammatical construction networks); (3) templates for specific types of integra-
tion, such as the counterfactuals in zoloft networks; (4) the capacity to transmit and evolve
entrenched networks and templates over generations through learning; (5) the capacity to
conceive and build material anchors that stabilize networks and enable or facilitate their
transfer and diffusion.
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Genitives and proper names
in constructional blends

Barbara Dancygier

1. Frame metonymy and constructions

The genitive (’s) form in English has long been seen as semantically puzzling. It plays a
special role as the only case in English which is morphologically marked on nouns, and it
has long been noticed to display a very broad array of meanings and uses, which are not
easily related to one shared semantic source (Nikiforidou 1991; Taylor 1996; Rosenbach
2002). The recent view of the genitive is that it is a means of establishing a reference point
{(Langacker 1991; Taylor 1996) for the construct represented by the noun being modi-
fied. In what follows, I will describe a somewhat more specific use of the genitive, which
emerges as the specific contribution of the genitive to two syntactic constructions,! both
of which can be represented as conceptual integration networks.

My discussion will rely to a large extent on the concept of a frame, introduced in
Fillmore (1985) and further developed in Lehrer and Kittay (1992); I also build on the
research which uses frames in the analyses of metonymic expressions of various kinds
(cf. Koch 1999; Blank 1999).2 More specifically, the contribution the genitive makes to
constructional meaning will be discussed in terms of three concepts: frame metonymy,
constructional compositionality and blending, used, among others, in recent work on con-
ditional constructions in English (Dancygier 1998; Dancygier and Sweetser 2005) and on
reflexive constructions in Polish (Dancygier 2005).

The concept of frame metonymy was originally introduced by Fauconnier and
Sweetser (1996) to explain examples such as The ham sandwich wants his check. While
aspects of examples like this can naturally be accounted for through other approaches to
metonymy (most will represent the reference to the customer via the food ordered), what
frame metonymy is explicitly including in the analysis is the fact that the whole restaurant
frame has to be metonymically evoked in order for its specific sub-frames to be linked.

1. Abroader discussion of the concept of a grammatical construction is beyond the scope of this paper;
I will thus rely on the formulations proposed by Fillmore and Kay (1999), Fillmore, Kay and O’Connor
(1988), and Goldberg (1995, 1997).

2. Similar examples have been discussed in terms of domains and subdomains (cf. Croft 1993; Ruiz de
Mendoza Ibafiez 2000).
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In existing literature the two concepts (frame and metonymy) are not used consis-
tently. On the one hand, Geeraerts (2002) treats any instance of a frame metonymically,
seeing the difference primarily in defining metonymy as a semasiological phenomenon,
and frame semantics as a sub-field of onomasiology. Geeraerts bases his discussion on
contiguity as the primary feature of metonymy (see also Peirsman and Geeraerts 2006)
while the treatment proposed by most other metonymy researchers relies in one way or
another on the concept of a domain (very close to a common understanding of a frame).
For example, while Croft’s account (cf. 1993, 2006) relies on domain highlighting (rather
than a specific reference shift), the treatment proposed in Ruiz de Mendoza Ibafiez (2000)
and Ruiz de Mendoza Ibafiez and Diez Velasco (2002) talks about domain expansion and
domain reduction. However, the understanding of frame metonymy advocated here relies
heavily on a much broader understanding of what might constitute a frame - from lexical
phenomena discussed in the research mentioned above, through constructional frames as
discussed by Dancygier and Sweetser (2005), to contextual frames needed in the analysis
of proper names.

In Dancygier and Sweetser (2005) the concept of frame metonymy is applied to con-
structions, not only to lexical meanings. For example, the pattern of verb forms found in
predictive futurate conditionals and temporal adverbial constructions, with the present
simple in the protasis and the modal will in the apodosis, has become so entrenched in
the grammar of English, that it can frame-metonymically signal a predictive reasoning in
constructions which lack overt exponents of conditionality or temporal sequence, such
as the coordinate or conjunctionless constructions. Consequently, sentences such as He
misses another deadline and he'll be fired and He misses another deadline, he'll be fired, both
represent the same predictive reasoning as the constructions with adverbial clauses If/
When he misses another deadline, he'll be fired. The pattern of verb forms thus contributes
a part of the interpretation of a coordinate construction, along with other aspects of form.
In fact, as Dancygier and Sweetser (2005) show, the combination of parallel constructs
such as NPs can lead to similar reasonings (as in Another day, another dollar.). It appears,
then, that specific constructional features, such as the presence of a specific conjunction,
the verb form pattern, or the combination of parallel syntactic units, can compositionally
contribute to the resulting meaning of a variety of different constructions.

Furthermore, constructions such as conditionals can be talked about as clusters of
various constructional features, with meaning varying with respect to which of the fea-
tures are present in any given sentence. While particular constructional features frame-
metonymically call up their specific meaning contributions as well as broader construc-
tion types they most saliently participate in, the overall meaning of a given sentence
cannot be fully determined on the basis of its composition, as other (mainly lexical and
contextual) factors influence the final interpretation. Consequently, the emergence of
the meaning of a specific construction or expression has to be conceived of as a complex
operation of conceptual integration (blending), where the contribution of individual
lexical and formal features is used in the way appropriate to the combination present.?

3. Anexample of the blending analysis of the resultative and caused motion constructions can be found
in Fauconnier and Turner (1996).
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As Broccias observes in his recent review of cognitive approaches to grammar (2006),
blending analysis of constructions (as an alternative to Construction Grammar or Radi-
cal Construction Grammar) has the advantage of explaining the integrated emergent
constructional meaning while also maintaining constructional access to the more ba-
sic, unintegrated levels of conceptualization. (For example, the blending analysis gives
a more explicit account of the source of causation in the construal of sentences such
as I boiled the pan dry, cf. Fauconnier and Turner 1996.) This is just the advantage that
Dancygier and Sweetser’s analysis builds on. In a sentence such as He misses another
deadline, he’ll be fired, predictive reasoning emerges from a combination of syntactic,
morphological, and lexical prompts (iconic clause sequence, verb forms pattern, and a
scalar expression another), none of which can signal predictiveness on its own. The inte-
grated combination, however, emerges out of the frame-metonymic and/or conceptually
basic compositional contributions of the individual expressions.

This paper focuses on two constructions which both rely compositionally on the
presence of the genitive form. The first construction, which I will call the GEN-XYZ con-
struction, can be exemplified by the sentence To much of the world, Cambodia has become
“Vietnam’s Vietnam’”, earlier discussed by Glucksberg (2003). The sentence suggests that
the government of Vietnam experienced its military intervention in Cambodia in terms
similar to what the US government experienced as a result of its military intervention in
Vietnam. Apart from the names of two countries being used to stand for the events that
occurred there, the genitive form Vietnam’s is playing its own role in the interpretation.
The other construction, which also relies on a similar use of the genitive, is One person’s
X is another person’s Y, represented in One person’s trash is another person’s treasure. It is a
fairly common two-clausal construction, typically used to contrast different viewpoints.
In what follows, I will discuss the compaositional features of both constructions, with spe-
cific focus on the use of the genitive and its meaning contribution.

2. XYZ constructions and the genitive

Among syntactic constructions recorded and analyzed in the extant literature, the XYZ
construction has received much attention as a result of its interesting blending features
and its rich potential for metaphorical usage (cf. Turner 1991, 1998; Fauconnier and
Turner 2002). The construction is very commonly used in all varieties of English, which
seems to result both from its unusually broad range of meaning applications and from the
conceptual salience of the emergent blend. The construction is typically represented by
an expression of the form NP, is the NP, of NP, or X is the Y of Z (hence the name, XYZ
construction). Example (1) represents the simplest use of the construction:

(1) Paulis the father of Sally.
XistheYofZ
X (Paul), Y (father), Z (Sally), W (unmentioned [child])
X is a counterpart of Y; Z is a counterpart of W;
Y-W relationship is projected into the blend; X-Z relationship thus emerges.



164

Barbara Dancygier

In example (2), the same Y (father) is used, but the relationship is not understood in terms
of kinship. It is, instead, referring to the aspects of the “father/child’ frame which relate to
authority, responsibility, love, obedience, etc.

(2) The Pope is the father of all Catholics.
XistheYofZ
X (Pope), Y (father), Z (Catholics), W (unmentioned [child])
X is a counterpart of Y; Z is a counterpart of W;
Y-W relationship is projected into the blend; X-Z relationship thus emerges.

Another example discussed by Fauconnier and Turner (2002) illustrates the observation
that the Y-W relationship is not necessarily determined by the lexical items used in the
construction, but may be read into it (based on the conceptualizer’s knowledge, associa-
tive memory, or creative abilities). Example (3) is the case in point.

(3) The adjective is the banana peel of the parts of speech.
XistheYof Z
X (adjective), Y (banana peel), Z (parts of speech), W (unmentioned)
X is a counterpart of Y; Z is a counterpart of Wj
Y-W relationship is projected into the blend; X-Z relationship thus emerges.

However, once the relationship is determined, it is projected as the relationship between
X and Z. If, for example, the banana peel is construed as something that may cause W
to slip (and thus lose stable footing), the adjective might then be seen as the category
which makes the whole idea of parts of speech shaky and unstable. Interestingly, the XYZ
constructions pose significant questions regarding the interaction of lexical and syntactic
forms used. While the “X is the Y of Z” form of the construction prompts for the specific
type of blend described above, the role of lexical items (specific realizations of X, Y and Z)
is crucial in determining the nature of the Y-W and X-Z relationships. Furthermore, the
relationship does not have to be determined by the lexical items as such, but may (as in the
case of the banana peel) depend on the frame they will call up in the speaker’s or hearer’s
mind. The meanings emerging from the integrated XYZ constructions thus cannot be
naturally described as cases of ‘coercion’ (Goldberg 1995, 1997) or ‘override’ (Michaelis
2003), but rely crucially on the frame-metonymic function of the Y noun phrase first, and
on the frames prompted for by X and Z. It is the metonymic construal of Y that determines
the further construal of W and the relationship between them. Consequently, similarly to
the case of the resultative construction mentioned above, XYZ constructions depend in
equal measure on the construction’s frame and on the partial, unintegrated frames par-
ticipating in the blend.

The constructions I discuss below can generally be considered variants of XYZ. I
will argue, among others, that such variants, whether with genitives or adjectives, use the
frames prompted for in ways which are somewhat different from typical XYZ construc-
tions, but do not affect the nature of the constructional contribution of frame metonymy
as such. Furthermore, I suggest that the constructional use of genitives (and adjectives)
confirms the efficacy of blending in representing the syntax/lexicon interaction.
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While some XYZ constructions seem easy to express with a genitive instead of the
of prepositional phrase, others are not naturally acceptable in the genitive form. For ex-
ample, Paul is Sally’s father seems roughly equivalent to (1), but sentences like ??The Pope
is all Catholics’ father or ??The adjective is the parts of speech’s banana peel are not readily
acceptable and do not immediately strike one as equivalent to (2) and (3). Even if we as-
sume that some part of the acceptability judgment depends on the ‘heaviness’ of the NPs
involved, substituting genitive determiners in their place only helps to a degree (consider
??The Pope is their father or ??The adjective is their banana peel, even when the context
makes it clear who the genitives refer to).

At the same time, other examples, like (4),

(4) My Viper is my Sharon Stone. It’s the sexiest vehicle on the road.*

can be used with the genitive, but not with the of phrase: ??The Dodge Viper is the Sharon
Stone of George (my brother, all drivers). Its the sexiest vehicle on the road. All these ac-
ceptability contrasts suggest that the genitive is making a meaning contribution to the
construction, while also limiting the (otherwise very broad) usability of the construction.
At the same time, there is a range of contexts where both constructions are acceptable,
though it does not follow that they then mean the same things. It seems that the contrasts
between the XYZ and GEN-XYZ are best explained in terms of constructional compo-
sitionality and the meaning contribution introduced by the genitive form. The approach
should let us reveal the similarities between the two constructions, and thus view their
shared formal features in terms of their specific contributions to the meaning as a whole.
At the first blush, GEN-XYZ is indeed very similar to XYZ. As the analysis in (5) sug-
gests, both constructions may be interpreted as relying on the relationship between Y and
the unmentioned W to be projected into the blend as the relationship between X and Z:

(5) Iraqis George Bush’s Vietnam.® (2?2 Iraq is the Vietnam of Bush)
XisZsY
X (Iraq), Y (Vietnam), Z (Bush), W (unmentioned [Johnson])
X is a counterpart of Y; Z is a counterpart of W;
Y-W relationship (Johnson got into an unpopular war [Vietnam] that he couldn’t win or get
out of) is projected into the blend; X-Z relationship thus emerges (Bush got into an unpopu-
lar war [Iraq] that he won’t be able to win or get out of}.

The source of the difference thus seems to be related to the nature of the relationship
which is projected into the blend. Consequently, what calls for an explanation here is, first,
where the relationship to be projected resides, and, secondly, the way in which the genitive
affects the understanding of Z’s role in the X-Z relationship (and, consequently, W’s role
in the Y-W relationship).

4. From Parade magazine; quoted here after Fauconnier and Turner (2002).

5. Ted Kennedy’s (2004) comment, quoted by CNN. All the examples in the remainder of this paper
come from various samples of journalistic prose (news commentaries, op-ed pieces, etc.), mostly pub-
lished in their on-line versions in the last five years.
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3. Proper names and experiential viewpoint

The relationship of Johnson to Vietnam (and of Bush to Iraq) has to be constructed on the
basis of the conceptualizer’s knowledge of the historical facts connected to the US inter-
vention in Vietnam. The word Vietnam, then, is used here not to refer to the country as
such (whether in terms of geographical location, political system, or social structure), but
to the circumstances and results of the military intervention of which it was the target. As
I have argued elsewhere (Dancygier 2006) proper names are typically used in this man-
ner - not simply to signal a unique referent, but to activate a unique frame of knowledge
associated with the name in question. Under this view, unique reference is a consequence,
rather than the core of what proper names are designed to do. For example, the use of the
name Paris, as in Paris is an interesting city, will typically evoke a complex frame, includ-
ing, among other things, information about its being located in France, being the capital
of France, and then, depending on the frame held by a given conceptualizer, a bohemian
city, or the home of the Eiffel Tower. But it is also possible, in the accepted usage in Ameri-
can English, to append the name with a further clarification of its location (Paris, France,
as apposed to Paris, Texas, which presumably activates a different ‘city’ frame), just as it
is possible that the hearer will only think of Greek mythology, and associate Paris with
the man who abducted Helen of Troy. None of these possibilities changes the fact that in
each of its uses Paris is a proper name with unique reference, but the choice of the specific
reference will depend on the frame activated.® This also explains why proper names are so
easily used metonymically - for example, Paris could further be used to mean ‘the capital
of fashion’ - since in each case the metonymy activates an aspect of the frame.”

One linguistically relevant result of treating proper names as frame-metonymic is the
possibility of explaining the use of modifiers with such nouns. Rather than treat the cases
of proper names modification as exceptions, we can see these cases as relating to the differ-
ent ways in which the frame can be used.® Such an understanding of metonymy resembles
the treatment proposed by Croft (1993, 2006), but the difference is that the concept of
domain highlighting can be fruitfully applied to all cases of metonymy, while the use of
proper names calls for a more specific explanation. For example, if Vietnam stands for the
frame related to the US involvement in the country (much more complex than a standard
mapping such as Location for Event might suggest), we can see possible modifiers affect-
ing the metonymic use of the frame, not the specific referent, the country of Vietnam.
Indeed, at the various stages of the war in Iraq, political commentators were asking ques-
tions such as the ones in (6):

6. Recent work by Marmaridou (1989, 1991, 2002) covers some of these facts in terms of Idealized Cog-
nitive Models.

7. Amusingly enough, in one of Agatha Christie’s Poirot stories, Lord Edgware dies, the murderer is
caught because she fails to recognize the mention of Paris as related to the Helen of Troy frame, which was
activated earlier, and starts a discussion of fashion instead. This identifies her as the killer!

8. For a recent discussion of proper names modification, see Vandelanotte and Willemse (2002),
Dancygier (2006).



Genitives and proper names in constructional blends

167

s ™ 4 ™
----- BN e
FRAME 1 FRAME 2
-conflict .._.._... L. .. .. - - conflict
- US intervention [ D . .- US intervention
- high cost
- 10 success —
\— - J

4 )
REF - Iraq

FRAME 1

- conflict

\— US intervention
- high cost

\- No success
\ 7/

Figure 1. A new Vietnam

(6) Are We Trapped in Another Vietnam? / Is Iraq Becoming a New Vietnam?

which were in fact questions about the new (or another) application of the frame associ-
ated with Vietnam, which the public was familiar with. In a nutshell, these were questions
about the potential costs and consequences of the US involvement in Iraq. The structure of
the blend representing the meaning of the construction is diagrammed in Figure 1.

The facts the figure attempts to describe affect both the form and the meaning of this
blend. There are two frames at work signaled by the names of the two countries. They
share some structure (e.g. US intervention), but the Vietnam frame has structure that the
Iraq frame does not - the high cost and lack of success. When the name Vietnam is used
in the construction, it projects its whole frame into the blend, but not the actual referent -
the country in Indochina, and not the actual time of the conflict. Iraq (the country) is the
referent to which the frame is tentatively applied, but the whole construction talks about
Iraq as an emerging frame, possibly modeled after the Vietnam one. The adjective new
thus refers to the new application of the old frame, now blended with a new situation.

In earlier work (cf. Glucksberg 2003) such a frame-metonymic use of the proper noun
Vietnam was discussed as the case of metaphor. There is no doubt that it is a use which is
different from the (presumably literal) reading, as in Vietnam has a hot climate. What seems
questionable, though, is the assumption that the use of the word Vietnam to describe the
story of the conflict is inherently figurative — after all, what is being referred to is a part
of what we understand Vietnam to be about. It may be the case that a particular language
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user does not know enough history to get the whole frame, but that would be true of any
such case - after all, Poirot’s success in the story mentioned in footnote 7 lies precisely in
the murderer not having the right frame at the right time. In terms of the Lakofhian under-
standing of conceptual metaphor as a mapping from one domain to another, Vietnam is
not metaphorical, since the domain remains the same. It is certainly metonymic - frame-
metonymic, to be exact, since other aspects of the domain, including the specific referent,
are not profiled. As I pointed out above, all proper names seem to represent rich contextual
frames, thus selecting a unique referent, but the frame (as opposed to the referent) can
be the only part highlighted. Even the simplest reference to a common friend as George
requires that the frame is shared first, and only then can unique reference be established -
otherwise, the interlocutor will inevitably ask Which George?®

The examples discussed above should have made it clear how the concept of frame
metonymy is helpful in understanding the lexical and constructional functioning of
proper names. They are different from other nouns in that their conceptualization is less
dependent on category structure or the semasiological and onomasiological patterns dis-
cussed by Geeraerts (2002). The frames proper names call up rely very heavily on contex-
tual knowledge and the situation of the utterance and may highlight various aspects of the
frame in ways which are difhicult to predict. While proper names figure prominently in the
discussion of metonymic mappings such as Controller for Controlled or Author for Work
(as in Bush invaded Iraq or They have a Picasso in their living room), the explanation of the
impact of questions such as Which George? is not considered to be part of the equation,
and is assumed not to rely on metonymy. However, the frame-metonymic account of such
questions will also explain why sentences like They have a Beethoven in their living room or
Frodo invaded Mordor are much less likely to rely on the same metonymic mappings than
the Bush and Picasso examples above, even though one can have a Beethoven recording at
home and even though Frodo went into Mordor with two ‘combatants’ under his control
(Sam and Gollum) and he meant to depose the despot ruling it. All uses of proper names
require access to frames, and certain types of metonymies are possible on the basis of
those frames, but they rely on more than the simple trigger (such as Controller or Author)
to be present in the frame.

The approach recently discussed by Panther (2006) is probably the closest to what I
am proposing here. Panther argues for the treatment of metonymic expressions as prompts
for indexical relationships. The linguistic form used, says Panther, is a vehicle which, via
the meaning of the source, provides access to the target meaning. The target meaning,
however, may be dependent on other components of the domain, while the whole process
relies heavily on background knowledge and the context of the utterance. Furthermore,
the target “conceptually integrates the source meaning, allocating it a backgrounded sta-
tus” (2006:153). Panther’s analysis is a very exhaustive and convincing account of how
various cases of metonymy can be coherently explained as usage events. Though Panther

9. In the movie Four Weddings and a Funeral, the main character, Charles, is seriously scolded by a man
to whom he introduces himself. The man is outraged that Charles uses the name which, as the man is sure,
refers to someone else. The humor is poignant here: the man seems to assume proper names have unique
referents, literally.
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does not address the issue of proper names, the description summarized here seems to
support my proposal for the treatment of proper names as cases of frame metonymy (with
their attendant reliance on background knowledge and the integration of source and tar-
get). At the same time, Panther de-focuses the idea of domains, arguing that the boundar-
ies of domains and subdomains are often difficult to defend, and highlighting the role of
the conceptualizer in determining what counts as a domain. This is also true about the
usage described throughout this paper — though in the cases of proper names the role of
the conceptualizer may be even more prominent. I will, however, continue to discuss the
examples in terms of frames, in order to demonstrate the specific ways in which different
expressions use the conceptual structure prompted for by the proper name as such.

Other examples of proper name modification use the frames in still different ways.
For example, denominal adjectives, such as political, emotional, or cultural can be used
asin (7):

(7) More than half the school bond issues in California lose. To win in this state, bonds
must earn a “supermajority” - two-thirds of the votes cast. Such a threshold is a political
Everest.

In (7), the proper name Everest is used to talk not about the mountain in the Himalayas,
but about its framing with respect to the domain of climbing. Everest represents the top
achievement, and the addition of the adjective political suggests that the ‘top achievement’
frame should now be applied to the domain of politics, not climbing. As in the case of a
new Vietnam, the modifier suggests detaching the frame from its original referent and ap-
plying it to a new situation, thus portraying both situations as similar.

Frame-rich nouns seem common in this type of constructional blends. When applied
to the domain of politics, nouns such as Waterloo, Rubicon, or dinosaur can all be used
in the same construction - the referent is projected from the situation under discussion,
while the head noun lexeme is projected from the concept whose frame will be applied to
the new referent. Finally, the adjective political refers the frame to the domain of politics.
Consider the examples in (8) and (9):

(8) 'The potential significance of this move, a crossing of the political Rubicon, was evident to
Palestinian leaders as well as Israelis.

(9) Which raises the most interesting and unexpected question about Ted Kennedy: Is he a
political dinosaur?

In (8), and in many other similar examples, the noun Rubicon is used to call up the frame
of “a significant change, which creates a new, irreversible state of affairs’ (some users do
not seem to even be sure what the original event was and that the Rubicon is a river); the
adjective suggests that the ‘significant change’ will occur in the political aspects of the Is-
raeli/Palestinian conflict. In (9), the frame associated with the word dinosaur, which could
roughly be described as ‘unfit to function well in a new situation’ (that was why dinosaurs
became extinct) is again applied to the domain of politics — the expression clearly ques-
tions Kennedy’s ability to adapt to the changing political circumstances.
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Figure 2. Bush’s Vietnam

The constructions described so far (with an instance of new or a denominal adjective)
are both variants of the XYZ construction.’® One of the aspects of all these uses is that
the frame is prompted by the Y-noun in each case (father, banana peel, Vietnam, Rubicon,
dinosaur), and is then applied to the new referent — the Pope, adjective, Iraq, Ted Kennedy,
etc. Furthermore, the constructions which use adjectives like new or political instead of of
NP do so also to signal the emerging blend where aspects of the old frame are projected
into a new domain. In fact, it is possible to use two kinds of modifiers, with each signaling
a different aspect of the blended construction. For instance, it is possible to describe the
adoption of a new strategy as crossing the political Rubicon of the campaign, to refer to Ted
Kennedy as the political dinosaur of the Democratic Party, or to describe the Pope as the
spiritual father of all Catholics. In all of these cases, the referent is talked about in terms of
frames primarily attributed to different referents, so the blending processes are similar. It
seems, though, that while the of Z construction projects a specific relationship into a new
situation, the adjectives such as new or political have a different role - they highlight the
assignment of the frame or its crucial parts to a new domain.

The genitive in (5) (Bush’s Vietnam) is also a modifier which further specifies the way
in which the frame associated with Vietnam is now applicable to Iraq (see Figure 2). It adds
a participant to whom the frame is particularly relevant (Bush), and aligns his experi-
ence of the frame with the unmentioned participant who is associated with the old frame

10. See Turner (1991, 1998) for a discussion of how the XYZ blend may be expressed with different forms,
including noun-noun or adjective-noun combinations.
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{Johnson). Also, the same seems to be true of genitive determiners. The determiner my in
(4) (my Sharon Stone) is an example of the same usage, as it identifies the speaker as the
person who feels similarly about two unrelated entities — a car and an attractive actress.
The meaning that the genitive contributes to the construction seems also quite clear in an
example like (10), were it complements the rest of the construction:

(10) Even though she has gained the prestigious Senate position, it is believed in certain quarters
that this is one Hillary who has not yet reached the summit of her political Everest.

The (summit of the) political Everest in (10) has the meaning described above - ‘top achieve-
ment in politics. Overall, the fragment quoted here is referring to Hillary Clintons ambition
to run for the highest office in the US political system. That is, the presidency is presented as
‘the top achievement’ from the point of view of the person represented by the form her.
The potential correlation between case and the concept of viewpoint has been ex-
plored in detail by Dabrowska (1997). She argues that a large array of uses of the dative
case in Polish is best explained through the concept of the experiential sphere. If a parent
worries about the possibility of the child becoming sick, she might use an expression
Tylko mi nie choruj (Just me-DAT not be sick), roughly equivalent to Just don’t get sick on
me, where the dative structures an understanding of the event as potentially affecting the
speaker’s experiential sphere. It seems that the role of the genitive in the English GEN-
XYZ constructions is similar - the result is the profiling of a person whose experiential
viewpoint is accepted in the framing of the new situation in terms of an old one.
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Opverall, the type of blend suggested in (10) can be represented as in Figure 3. The
‘Everest’ frame now profiles an additional element - ‘for X, where X stands for a potential
experiencer of the ‘top achievement’ frame (the climber getting to the summit of Mount
Everest). This frame is blended with the ‘presidency’ frame, which is contextually given
as the one which Senator Clinton would consider the ‘top achievement’ in her area of
activity, which is ‘politics. Hillary Clinton is thus imagined as the future value of the role
of ‘US President, and occupying that role is seen as the ultimate achievement from her
point of view.

In this view, each of the elements of the construction her political Everest prompts for
its specific element of meaning, which, in turn, contributes to the understanding of the
construction as a whole. The word Everest frame-metonymically prompts for the frame of
‘top achievement’ (the proper name stands for its frame, and may imply different refer-
ents). The adjective political suggests that the achievement in question is in the domain of
politics (and not climbing), but it does not specify any situation as suitable. The genitive
determiner her (contextually referring to Hillary Clinton) specifies the person whose ex-
periential viewpoint presents the situation in question as the ‘top achievement’

As these examples make clear, the syntactic form of the cluster of constructions dis-
cussed here, including the GEN-XYZ, is a lot less restricted than other widely discussed
constructions, such as the Caused-Motion or The Way Construction (Goldberg 1995).
What seems particularly variable is the degree to which the referent (X) is syntactically
present as the subject of the sentence.!! In an example like (5) Iraq is the subject of the sen-
tence, but in (10), the ‘presidency’ as the target of Hillary Clinton’s efforts is only implied,
and may in fact not be clear to a reader whose familiarity with Clinton’s career is not suf-
ficient. But this seems to be generally true of the situations where frame-metonymy is in-
volved. It is natural to be puzzled by a mention of a person or event which one happens not
to be familiar with (for example, many of my own students cannot process new coinages
like Monicagate or Bingogate, because they have not heard of Watergate). The laxness of
the ‘X is the subject’ requirement seems to be the case for all such constructions, including
XYZ. A discussion about the Pope may lead to someone saying something like Well, you
would expect the father of all Catholics to get involved, and the context would provide the
X. The X-expression is thus typically the subject of a construction with a linking verb like
be or become, but even if it is not, it has to be possible for a contextually available referent
of X to be saliently present (and be focused on) in the preceding discourse.

Furthermore, the constructions crucially depend on the possibility to interpret Y as
the carrier of a relational or frame-metonymic concept which can then be used in a pro-
jection into another concept. As the wealth of examples given in Turner (1991, 1998) and
Fauconnier and Turner (2002) suggest, the blend relies on the listener’s/reader’s ability
to construct the relational similarity which would not exist otherwise. The banana peel
example quoted above as (3) is a case in point - as Fauconnier and Turner observe, there
is no obvious parallelism that would make the blend possible, so it is the reader’s task to
construct it. But the construction would not work if, let us say, the of Z phrase were miss-

1. Thanks to Bill Croft for pointing this out to me.
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ing (it would not be acceptable to say *The adjective is the banana peel), because the blend
is prompted by all the lexically present elements of the construction - X, Y, and Z.

The constructions as a group give support to the idea of constructional composition-
ality, since the different lexical and grammatical ‘ingredients’ (as described above in the
analysis of [10]) provide their own meaning contributions to the whole. What seems to
be the core of the compositional structure of all the constructions mentioned is the use
of Y with a modifier (of NP, ADJ, or GEN) which suggests its being understood in a dif-
ferent way. The work done so far on nominal modification as blending (cf. Sweetser 1999;
Coulson 2001; Fauconnier and Turner 2002) makes it clear that the interaction between a
modifier and a head relies on the relevant concepts connecting only partially and in ways
which vary from case to case. The specific nature of the blends involved is what explains
why an apparent mistake is not really a mistake and how safe sex resembles a safe injec-
tion. However, the modifiers present in the examples of the XYZ family of constructions
have a construction-specific role of profiling the domains to which the selected aspects of
the Y-frame are to be related. Although the modification integration mechanisms may be
similar to those generally available, the modifiers in the XYZ family of constructions have
their constructionally determined roles as well. It would not be easily acceptable to simply
identify Iraq as Vietnam (as in ??Iraq is Vietnam), because there is no identity or equiva-
lence between the meanings of those nouns as such. They can, however, be understood as
related if a modifier such as the adjective new or a genitive form prompts for the blended
concept to be applied to a given domain or viewpoint.

Both the ‘experiential’ use of the genitive in such constructions and the frame-met-
onymic use of proper names and similar nouns are confirmed in a number of expressions
used in news and political commentaries. It is common, for example, for the experiential
viewpoint to be assigned to countries, as in America’s Tsunami or Spain’s 9/11. In both cas-
es the noun calls up a rich event-frame, referring to a relatively recent disaster, and proj-
ects the frame onto another event, affecting another country. The December 2004 tsunami
in Thailand and Sri Lanka is used as a template frame (massive destruction and death
caused by ocean waters entering the shore) to describe the horrors brought to America
by the hurricane Katrina (which immediately became a template for the next hurricane,
Rita, which was feared to become another Katrina, but fortunately proved less powerful).
Similarly, the terrorist attack in Madrid was framed, because of its goals and methods, as
an event parallel to the attack on the Twin Towers in New York, which came to be termed
9/11. In both cases the goal of the construction is to frame a recent event in terms of one
that the readers are presumably familiar with - even if there are crucial differences. The
same construal seems to apply to Glucksberg's celebrated example To much of the world,
Cambodia has become "Vietnam's Vietnam”, which presents the country of Vietnam as
invading Cambodia and, ironically, also as subject to experiences analogous to the US
experience in the Vietnam conflict. Apart from attesting to the potential of proper names
to function frame-metonymically in many ways, the example follows the constructional
format of GEN-XYZ.

Naturally, the genitive form can also be used with nouns representing people or groups
of people. The defeat at Stalingrad was referred to as Hitlers Waterloo, similar to the above
description of the Iraq conflict as Bush’s Vietnam. Within Hitler’s experiential sphere the
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battle of Stalingrad was indeed comparable to Napoleon’s defeat at Waterloo, in that it ef-
fectively meant the end of a long war. As in the other cases, the proper name Waterloo is
used to mean ‘irrevocable defeat, which is the most salient aspect of the frame it calls up.

An interesting example to consider is Engineering’s Everest, the title of an article pub-
lished in the USC on-line magazine. Without any context, it is hard to guess what is being
talked about - one suggestion might be that the text refers to some highly advanced engi-
neering design. However, if this were the case, why would the genitive be used? It would
seem more natural to describe it as the Everest of Engineering. In fact, the article talks about
the efforts of the Dean of the USC School of Engineering to “hoist his school to the very
pinnacle of academe - as one of the nation’s elite engineering programs”. As these words
(and the rest of the article) make clear, the word Engineering does refer to people and their
experience after all, as they work to make their program one of the best (so Everest stands
for ‘top achievement’ again).

To conclude, the contrast between the XYZ construction and the GEN-XYZ relies on
the meaning contribution of the genitive, which makes the meaning more specific with
respect to the relationship projected. While the GEN-XYZ profiles an experiencing entity,
the XYZ may, but does not have to, and if it does, the experiential viewpoint may not be
central to the meaning at all. The phrase used by The New Yorker journalist to describe
Angela Merkel (before her election) was Germany’s Mrs. Thatcher — apparently in expecta-
tion of how she might affect the country’s sense of being governed. But it would be equally
possible to describe her as the Mrs. Thatcher of Germany, if, let us say, her international
policies were in focus. The differences may not seem huge in the cases where both forms
yield a useful blend, but they are significant. It should be emphasized, however, that both
constructions rely compositionally on the frame-metonymic role of the name used as Y,
since both constructions expect the Y noun to contribute the frame, not the referent, to
the final blend. As a result, a phrase which was commonly used to talk about ‘the Iron
Lady, England’s Mrs. Thatcher, is not an example of the GEN-XYZ construction, because
the proper name does not prompt for a blend - the frame and the referent are both associ-
ated with the same referential expression.!?

4. XYZ versus GEN-XYZ constructions

The GEN-XYZ construction has been presented above as building on the constructional
components present in the XYZ constructions, while also being enriched with the con-
cept of experiential viewpoint, brought into the construction by the use of the genitive. I
have also suggested that the XYZ construction differs from GEN-XYZ in that it does not
focus on the experiential allocation of the frame, while relying to the same degree on the

12. It is also not necessary that the use of the genitive in this case is contributing an experiential view-
point. In fact, the examples [ have looked at so far seem to suggest that the experiential genitive might be a
construction-specific use of the genitive, and thus a special case of the broader ‘reference point’ definition.
Any further investigation of the experiential meaning of the genitive is beyond the scope of the present

paper.
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frame-metonymic function of Y. In the present section I will consider more examples of
the interaction between frame-metonymy and viewpoint.

One of the crucial aspects of the XYZ blends is the contrast between X, which pro-
vides the referent, and Y, which prompts for a new frame to be assigned to X. This is fur-
ther confirmed by examples like (11), where (what looks like) Y does have the function of
introducing a new frame, but the referent remains the same. As a result, the examples in
(11) are not typical uses of XYZ.

(11) The first was the Vietnam of the American War, as the Vietnamese call it, ... It was the
Vietnam of body counts... .

The fragment comes from a commentary on how the country of Vietnam can mean many
different things - or, as I would prefer to describe it, how it can call up different frames. In
effect, the sentence talks about “different Vietnams’, while still describing one, generic ref-
erent. The of NP phrases seem to function similarly to Z phrases elsewhere - they specify
the domains to which the framing in question is allocating the particular image of the
country of Vietnam. But there is no contrast between X and Y, because the referent of X
(Vietnam) is also the referent of Y, even though the of NP modifier is suggesting a differ-
ent, specific sub-framing.

Example (12), for comparison, is a standard case of the XYZ construction, with a
human referent of Z. This might suggest that it should be possible to rephrase the sen-
tence with a genitive form, in parallel to the cases like Germany’s Mrs. Thatcher and Mrs.
Thatcher of Germany.

(12) Burton played 136 performances of Hamlet over 18 weeks. The production grossed
$1,250,000 and Elizabeth hailed him the Frank Sinatra of Shakespeare.

In fact, the genitive paraphrase would not be easy to process here. Under one possible
interpretation, the genitive form, with its experiential meaning, would suggest that Wil-
liam Shakespeare himself (rather than the domain of theatre history related to the per-
formances of his plays) might be involved. This is not a likely interpretation, given that
Shakespeare cannot be presented as even aware of Burton’s work without a much more
elaborate contextual framing. Even if Shakespeare’s name were used to stand for a fram-
ing of a different kind, the experiential sense would still be hard to construct, given that
the fragment is clearly focusing on the work of Richard Burton.

The contrast between the genitive and the of-phrase can be used in many ways. The
dubious quality of the prose aside, the author of the text quoted in (13) is playfully exploit-
ing the XYZ construction.

(13) 'The Emperor making no response, Ney looked up and observed that his Majesty had fallen
asleep. “That settles it,” he sighed. “To-day is the Waterloo of Napoleon Bonaparte. When
a man sleeps at a moment like this his friends would better prepare for a wake””
And Ney was right. Waterloo was the Waterloo of Napoleon Bonaparte. The opposing
armies met in conflict, and, as the world knows, the star of the great soldier was obscured
forever, and France was conquered. (John Kendrick Bangs, Mr. Bonaparte of Corsica)



176

Barbara Dancygier

In the fragment, the battle of Waterloo is referred to twice as the Waterloo of Napoleon
Bonaparte - in the frame-metonymic sense of the ‘final defeat’ discussed above. Interest-
ingly, the text seems to suggest, through the choice of XYZ instead of GEN-XYZ, that the
Emperor himself was not aware that the battle would end his campaign, and his career. Ney,
as portrayed in the text, has a clear appreciation of the situation, while Napoleon does not.
Ney can thus make a statement about the Napoleonic era coming to an end, but Bonaparte
himself cannot be presented as experiencing the situation as an inevitable loss. It seems that
the choice of XYZ over the GEN-XYZ construction supports the interpretation suggested
in the text as a whole in the way consistent with the experiential function of the genitive.

5. One person’s X is another persons Y

In the discussion of the constructional use of the genitive so far I have made no attempts to
relate it to the meaning of the genitive as such. The existing work on the semantics of the
genitive suggests that it is difficult to establish an aspect of meaning which would appear
in any one of its extremely varied uses. Langacker’s (1991) and Taylor’s (1996) description
of the uses of the genitive as reference point constructions provides the broadest possible
explanation of the variety of documented meanings. The ‘experiential sphere’ meaning
discussed above, which has not been identified as a separate category so far, could eas-
ily be seen as a constructionally determined special case of the reference point mean-
ing - indeed, Bush’ Vietnam uses Bush’s position in the Iraq conflict as its reference point.
Interestingly enough, GEN-XYZ is not the only construction where the genitive form is
compositionally important to the overall meaning. The construction which I will refer to
as One person’s X is another person’s Y is a case in point.

Possibly the most commonly occurring example of the construction is the expression
One persons trash is another persons treasure. It has acquired a usage status very much like
that of a proverb, which poses important questions about the source of the generic interpre-
tation. The construction relies on several formal features, such as the use of indefinite noun
phrases with one or another in the genitive form, and on the verb to be. The core meaning of
the construction is based on two contrasted concepts — X and Y, such as trash and treasure,
which may have little in common in terms of category structure, but represent opposite
evaluations. Furthermore, X and Y are not intended to represent two different referents -
on the contrary, they are two competing (though not necessarily standard) descriptions of
the same referent. The resulting overall meaning of the whole construction is that the refer-
ent (whatever it is) could be viewed differently (positively or negatively) by different people.
For example, an old book may be dismissed as trash based on its worn-out condition, but
may be cherished as freasure by a book collector or someone who associates fond memories
with it. The expressions X and Y are thus used evaluatively, not descriptively, and may be
applied to any referent (a book, a piece of clothing, a postcard, but also a friend or a lover, a
job offer, an idea, etc.). The use of the genitive highlights the fact that the conflicting evalu-
ations are maintained by different people, with their specific experiential viewpoints. In a
sense, the point of the construction is to say that the referent in question may be subject to
differing experiential evaluations - positive and negative ones.
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One of the important features of the construction is the ability to interpret X and Y as
representing evaluative frames — trash is a negative term, while treasure is positive. How-
ever, the terms chosen may have little to do with the actual referent in any specific case.
What matters is the consequences of the evaluative judgment - in the case of trash / trea-
sure, the point is whether one would want to throw the object away, or keep and cherish it.
The examples of opposing pairs I have collected feature, among others: loss/gain, zealot/vi-
sionary, spending/job, drug/poison, blather/progress, heretic/martyr, and propaganda/news.
The range of referents such pairs may describe is very broad, but since the positive/nega-
tive framing and its consequences constitute the core of the construction’s meaning, the
particular choices do not have to strictly correlate with the nature of the referent.

The construction is so deeply entrenched as meaning ‘valuable/not valuable to differ-
ent people’ that it is sometimes used jocularly in a way that focuses on the literal descrip-
tive meaning of the terms, instead of their associated frames. Examples (14) through to
(17) all build on the negative frames of their X nouns, but instead of the positive term
Y (such as treasure) they refer to new methods of dealing with X in ways that make it
valuable - through recycling or art. This, then, is an example where the X and Y of the
construction are treated descriptively, but in reference to the existing evaluative frames.
Examples like these seem to confirm the constructional meaning of One person’s X is an-
other’s Y, since the form of the construction itself contributes the evaluative framing.

(14) One person’s trash is another’s lesson in recycling.

(15) One person’s trash is another person’ ... seahorse? (Washington artist recycles scrap metal
in his sculptures)

(16) One person’s garbage is another’s power. (power provided by methane gas from landfills)

(17) One person’s mess is another’s art. (exhibition of photographs of the mess left behind by hotel
guests)

The evaluative character of the construction is further confirmed by examples like (18)
and (19), where X and Y rely on evaluative adjectives like happy and sad, either used alone
or as modifiers. Examples like (18), where X and Y are bare adjectives, also confirm the
constructional role of the syntactic form, since outside of the construction a phrase such
as *somebody’s happy would not be naturally acceptable. The sentence also confirms the
suggested meaning of the genitive here — the only acceptable interpretation is that the ad-
jectives describe the positive or negative feelings attributed to the experiences of different
persons.

(18) One person’s happy is another person’s sad.

(19) One person’s happy ending can be another’s nightmare.

Furthermore, adjectives like happy may appear in the construction when the X noun itself
is not clearly indicating the kind of evaluation intended. The concept of anarchy would
often bring negative connotations, but paired with the genitive form and the adjective
happy (as in [20]) represents the possibility that a person’s experience of anarchy may be
positive — especially in contrast to the negatively-valued term fascist.
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(20) One person’ happy anarchy is another person’s fascist free-for-all.

To conclude, One person’s X is another persor’s Y is a rich construction where, as in other
cases, the syntactic form, the grammatical features, and the choice of lexical material all
contribute in crucial ways to the construction as a whole. At the same time, the experien-
tial genitive is a particularly interesting aspect of the construction, since it contributes the
meaning also found in another construction. It is thus an example of a constructional fea-
ture which, while interacting with other features, is also compositionally independent, in
that its meaning contribution appears to remain constant across different constructions.

Both constructions discussed above rely on the genitive forms contributing the mean-
ing of ‘experiential viewpoint. As I suggested above, the experiential sense is possibly a
special case of what has become known as ‘reference point constructions’ It may be eas-
ily available outside of the constructions described here, as in expressions such as John’s
problem, when it refers to a situation which John experiences as a problem. However,
while outside of the constructions other meanings may be contextually available (Joh#’s
problem may mean a problem he wants to discuss, but not necessarily a problem he is deal-
ing with), the constructions require that the genitive form is referring to the experiential
viewpoint. The specific meaning of the genitive is thus constructionally determined, as a
result of the specific way in which these constructions rely on frame metonymy and the
kinds of blends they prompt for. The genitive is used in just those cases where the frame
determines a role of an experiencing or evaluating participant and where that role is fur-
ther profiled in the blend.

6. Constructions as blends

The constructions described above show important similarities. First, they both rely on
the frame-metonymic function of the lexical items to be used. Whether the issue is using
a proper name in reference to its contextual frame, rather than to its (unique) referent, or
using a common noun to stand for its evaluative framing, both types of constructions re-
quire that the lexical items used contribute their framing (and not their typical referents)
to the resulting blends. As has been argued in the literature on blending, any language
expression is a blend of its form and its content, but the usage described here further sug-
gests that the content represented by a lexical item may be used to foreground selected
aspects of its contextual frame rather than its category structure or its referent.

What should also be noticed (though it cannot be further explored here) is that the
constructions discussed are (at least at some level) copular constructions, while also being
specific varieties of XYZ blends. In fact, such blends seem to rely to a significant degree
on the constructional features of copular sentences. The typology of copular construc-
tions discussed in Sakahara (1996) distinguishes three uses: predication, identification,
and identity statements. The One person’s ... constructions are best described as building
on the identity statements, but they expand the schema in order to justify the assumed
identity of referents of nouns as incompatible as trash and treasure (Trash is a treasure
would be difficult to process). The genitives are needed to override (in the sense proposed
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by Michaelis 2003) the basic meaning of an identity statement and present the referential
identity as independent of the identity as perceived from different viewpoints.

The copular constructions of the kind Iraq is another Vietnam/Bushs Vietnam are bet-
ter described as examples of predications, based on the fact that the subject NP Irag can
be understood as referential, while the predicate NPs cannot. The noun Vietnam describes
Iraq in a new way, by giving it a different role, so a copular construction is an appropriate
means. The result, however, is that some form of modification is necessary, so that the
sentences are prevented from being read as identity statements. Consequently, ??Iraq is
Vietnam is not acceptable, because the new framing or role has to be signaled construc-
tionally, but Iraq is not Vietnam, or even Iraq is no Vietnam is acceptable, because the
framing negated can be retrieved from the context. Furthermore, the use of genitives in
such predicational constructions instantiates another interesting case of override - the
genitive cannot be understood as signaling a definite NP, because that would violate the
copular construction’s schema, which explains why Bush’s Vietnam can be a predicate NP
alongside another Vietnam or a new Vietnam.

The above observations suggest that the constructions discussed here strongly sup-
port the conclusion reached in Broccias (2006). Blending is a useful mechanism to ac-
count for the emergence of such innocent looking constructions, because it allows us to
show how different levels of constructional schematicity yield a coherent and construc-
tionally unique interpretation. GEN-XYZ (with its adjectival variants) and One person’s X
... all rely on lower level constructions such as genitives, proper names, adjectival modi-
fiers, or determiners, and all participate in overt or backgrounded copular constructions,
some of them with negation. Each one of these forms can be subject to its own construc-
tional restrictions, but the pieces of the puzzle may be trimmed or partially redesigned
as they make their way through a more complex construction. It does not seem useful to
try and rely on some one-way constructional mechanism, such as ‘coercion’ or ‘override,
because the specific configuration of constructional features emerges from all the levels of
constructional participation, and all the levels, including the final one, are subject to ad-
justment as new meanings enter the integration network. Perhaps even more importantly,
a blending representation allows one to represent the emergent meaning while also main-
taining access to the partial constructions. We can imagine a speaker jocularly responding
to the Bush’s Vietnam phrase by saying So let him keep it. I dow’t want any part of it. The
use would have to ‘undo’ the experiential part of the blend, while maintaining the rest of
the emergent structure, but it would have to rely on the genitive input to access its other
possible interpretations.

The examples discussed here seem to support the usefulness of the concept of con-
structional compositionality as a correlate of blending. Individual elements of the con-
struction prompt for their meaning contribution, but the structures called up in this way
are then subject to standard blending mechanisms - selective projection, emergence of
new structure, etc. To conclude, constructional analysis of the kind proposed above is
theoretically and descriptively useful in many ways. It leads to a better understanding of
the syntactic, lexical and morphological structures involved, and also to a better appre-
ciation of the meaning potential of individual constructions. It may lead to further revi-
sions of well-established grammatical concepts, such as the distinction between proper
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and common nouns, the meaning of case, or the role of negation in copular construc-
tions. Most importantly, perhaps, it offers a very specific account of various levels of
construction as contributors to the overall meaning.
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What’s (in) a construction?

Complete inheritance vs. full-entry models

Arne Zeschel

1. Introduction

In spite of the obvious importance that is accorded to the notion grammatical construction
in any approach that sees itself as a construction grammar (CxG), there is as yet no gener-
ally accepted definition of the term across different variants of the framework. In particu-
lar, there are different assumptions about which additional requirements a given structure
has to meet in order to be recognized as a construction besides being a ‘form-meaning
pair’ Since the choice of a particular definition will determine the range of both relevant
phenomena and concrete observations to be considered in empirical research within the
framework, the issue is not just a mere terminological quibble but has important method-
ological repercussions especially for quantitative research in areas such as corpus linguis-
tics. The present study illustrates some problems in identifying and delimiting such pat-
terns in naturally occurring text and presents arguments for a usage-based interpretation
of the term grammatical construction.

2. The issue

Different versions of CxG have put forward different elaborations of the generally accept-
ed, yet somewhat unspecific characterization of constructions as form-meaning pairs.
Suggestions for a more restricted understanding of the term include the following:

- constructions are non-predictable form-meaning pairs (Goldberg 1995:4; Kay and
Fillmore 1999:4)

- constructions are (fully) productive form-meaning pairs (Kay 2002: 3)

- constructions are entrenched form—meaning pairs (Croft and Cruse 2004: 288;
Langacker 2005: 140; Goldberg 2006: 5; Bybee 2006:715)

- constructions are complex form-meaning pairs (Langacker 1987: 82; Taylor
2002:561).

In a first attempt at systematizing these proposals, it will be useful to distinguish between
those approaches where constructions (in the intended sense) are regarded as the basic
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unit of linguistic organization and those which assume that constructions (in the intended
sense) are just one element of linguistic knowledge among others. The latter applies for
Langacker’s Cognitive Grammar which recognizes semantic, phonological and symbolic
structures and does not equate construction with “symbolic structure” per se - instead,
the term is used to denote internally complex (i.e. composite) symbolic structures and
is not intended to distinguish elements with unit status from creatively assembled con-
figurations. By contrast, frameworks that go by the name “Construction Grammar” (with
capital initials) in the narrower sense commonly assume that language can be accounted
for in terms of constructions alone - in the words of Kay and Fillmore (1999: 1), “to adopt
a constructional approach is to undertake a commitment in principle to account for the
entirety of each language”. However, when it comes to the question of which elements will
have unit status in such a grammar and why, opinions differ.

One popular answer is the following: any element (and only such elements) that cannot
be fully reduced to other, more basic elements. As Fillmore, Kay and O’Connor (1988:502)
put it in a foundational paper, “speakers of English have to know what red means and that
itis an adjective, and they have to know what ball means and that it is a noun. They have to
know that adjectives can co-occur with nouns in a modification structure (as in a phrase
like red ball), and they have to know the proper strategies for giving a semantic interpreta-
tion to such adjective-noun combinations. But they do not have to know separately, or to
be told, what the phrase red ball means. That is something which what they already know
enables them to find out” On such approaches, non-predictability is therefore the defining
criterion for constructional status: structures that can be fully reduced to other structures
have no independent status but are viewed as productively assembled epiphenomena.

Elaborating on this distinction, Kay (2002) introduces the additional criterion of (full)
productivity that is intended to separate “true constructions” from “non-productive, non-
constructional pattern[s] of coining” (p. 7).! The latter term is used for generalizations
over groups of stored expressions that are clearly discernible as a pattern and may occa-
sionally license novel formations of the relevant type, but cannot be invoked freely. Kay’s
example for a pattern of coining is the schema [A as NP] that is implicit in many intensify-
ing expressions of the type easy as pie, happy as a lark, dark as night etc. Kay acknowledges
the existence of singleton instances of the pattern that are not plausibly viewed as fixed
expressions themselves (cf. his example wide-eyed as a marigold from the BNC), but still
contends that the pattern itself should not be accorded constructional status since the ac-
ceptability of potential instantiating expressions cannot be predicted. This shows that his
primary concern is actually with non-predictability, too.

In general, it is probably fair to say that it is mainly computational and/or more formally
oriented linguists who see this property as the crucial criterion for constructionhood, and
it is typically encountered in discussions of competence models. By contrast, construction
grammarians who are primarily interested in language as a psychological phenomenon
often take a different view. Specifically, proponents of usage-based models (Langacker 1990,
2000; see also Croft and Cruse 2004) emphasize that if the goal is to characterize speak-

1. Kay (2002:2) actually attributes the distinction between “constructions proper” and “patterns of coin-
ing” to Fillmore.
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ers linguistic knowledge, the term construction should not be restricted to the minimum
of strictly non-predictable structures on grounds of aprioristic economy expectations. In-
stead, speakers are assumed to store large numbers of (more or less) concrete structures in
addition to any (putative) general schemas that subsume them (provided these instances
are sufficiently entrenched, i.e. cognitively routinized). For instance, Bybee (2006:713) ob-
serves that “[s]peakers recognize prefabs as familiar, which indicates that these sequences
of words must have memory storage despite being largely predictable in form and mean-
ing”. Consequently, Langacker (2005: 140) proposes that “an assembly is accepted as part
of ‘the grammar’ to the extent that it is psychologically entrenched and conventional in the
speech community”. Furthermore, he observes that the elements thus included cannot be
neatly partitioned into ‘lexical’ and ‘grammatical’ structures but are more profitably viewed
as occupying a particular position on clines in three dimensions, namely degree of general-
ity (schematicity), degree of productivity and degree of compositionality.

The main difference between the two approaches therefore resides in the balance that
they strike between aspects of representation and computation: the predictability crite-
rion is typically employed in the context of so-called ‘complete inheritance’ models that
seek to formulate maximally parsimonious grammars (at the expense of processing load),
whereas the entrenchment criterion is central to so-called ‘full entry’ models that privi-
lege processing economy (through direct retrieval) over storage demands. Metaphorically
speaking, both approaches assume that constructions can be characterized as complex
network-like structures (inheritance hierarchies or schematized exemplar clusters), but
they differ in what is assumed to be ‘in’ these networks, i.e. what constitutes the nodes:
in the complete inheritance view, the lattice consists of maximally generalized templates,
and there is no redundant representation of specific instances of a given pattern; in the
full-entry view, it is the concrete exemplars which are assumed to be stored, whereas more
schematic regularities are merely implicit in their instantjations.

It is clear that linguists (especially corpus linguists) who are conducting empirical
research within the framework must take sides in this discussion, since the choice of a par-
ticular definition will directly influence the obtained results: even though they are some-
times left implicit, any study of course has to formulate sufficiently detailed criteria for
including particular observations in the data set, and the formulation of these criteria for
the specific purpose at hand in turn reflects general assumptions (also often left implicit)
about what distinguishes instances of a construction from certain isomorphic structures
in the first place. I will argue that accounts based on non-predictability face a two-fold
problem of indeterminacy here when analysing large amounts of noisy naturalistic data:
on the one hand, deciding which structures do and which structures don’t possess a par-
ticular semantic feature is often like drawing a line in the sand - there are not always clear-
cut tests, and it is often the case that particular aspects will be more or less salient in a given
instance as compared to other tokens rather than either unambiguously present or absent
in a binary fashion. On the other hand, since there is variation between different speak-
ers, there is also variation in the accumulated productions of these speakers/writers that
constitute the corpus. As a result, certain properties of the investigated pattern will have
the character of statistical tendencies rather than strictly mandatory features. However,
adopting the criterion of (non-)predictability forces the analyst to be fully explicit about
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precisely which features are required for inclusion and exactly where (i.e. on which level of
schematicity) they are encoded, which, as I will show, may be quite difficult to determine.
I will illustrate these problems with a corpus study of the fairly inconspicuous expression
in bold facein (1):

(1) She'll probably also tell us about Tony the Toddler putting Domestos in the jelly, or whatever
embarrassing things he did as a kid. Might be good for a laugh. [BNC J1F}

The question to be pursued here is: what is the status of this string?

3. Case study: good XP
3.1 A first approximation

At first glance, the expression NP be good for a laugh may not seem very interesting — a
particular idiom, fully specified except for the subject position, as such quite unremark-
able. Like hundreds of other such items, we find it listed in dictionaries such as The Long-
man Dictionary of Contemporary English (LDOCE), where it has its own entry: “good
for a laugh - ‘to be enjoyable, amusing™. If we turn to another dictionary, the Cambridge
Advanced Learner’s (CALD), we also stumble across an example sentence containing the
phrase good for a laugh - here, however, it is listed as an instance of a less specific pattern:
“be good for something - ‘to be able and willing to provide something”. If we now return
to LDOCE and have a more thorough look at the impressive entry for good, a number of
further mentions of expressions of the format good for NP crop up, among them the fol-
lowing three under the common subentry good for something:

(2) a. ‘abletobe used for a particular period of time’
Your passport is good for another three years.
b. ‘likely to continue living or being useful for a particular time or distance, even
though old or not in good condition’
This old truck is good for another 100,000 miles.
c.  ‘likely to give you something or provide something’
Dad should be good for a few bucks. (LDOCE)

Whereas the paraphrase in (2¢) is a close variant of the gloss in CALD, both of which
are not far away from the more specific meaning of good for a laugh, (2a) and (b) are
different again, but resemble two further paraphrases that we find in the OED: “capable
of producing, valid for etc.”, and “safe to live or last so long, well able to accomplish so
much”. The third entry in the OED again resembles (2¢): “of a person, that may be relied
on to pay so much”.

These meanings are obviously related in some way. As a first approximation, it seems
possible to subsume them to the following more schematic characterization:

(3) NP BE good for NP - ‘X can {be used for, produce, provide} Y’
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The fact that we are now dealing with a partially schematic structure associated with a
number of intuitively related meanings of course raises the question of what it is that we
are dealing with in these examples - is it a construction? Is it several constructions? Is it
nothing special at all?

For one thing, the fact that we find the pattern listed in several dictionaries seems to
suggest that it is somehow more than the sum of its parts, i.e. a string that the lexicogra-
phers classified as a meaningful unit that should be part of a dictionary because it must be
independently memorized by learners of English. As indicated in the preceding section,
the observation that a particular structure possesses an inherent, non-predictable mean-
ing is commonly taken as an indication of constructional status. But are the meanings
postulated in (3) really non-predictable? It is widely acknowledged that much of language
is considerably vague, so it could be argued that the different context-specific meanings
ascribed to the pattern in (3) are simply the product of flexible inferential enrichments
applying to vague but otherwise perfectly compositional semantics. An argument against
this suggestion is (4):

(4) ?Might be bad for a laugh.

If expressions like be good for NP were indeed assembled and evaluated fully composi-
tionally, it is difficult to see why bad for NP should not work equally well, here giving the
meaning that something will probably fail to amuse somebody. Note that the problem
does not just arise for good for a laugh, which belongs to the class of substantive idioms
that are known to often disallow lexical substitutions: ?Dad should be bad for a few bucks is
not a conventional way of saying that Dad is ‘unable and unwilling to provide something’
either. Taking these observations as an indication that we might indeed be dealing with
a partially schematic prefab here, we are now faced with the question of what the precise
formal and semantic specifications of this structure are. The following section illustrates
some problems involved in inducing these properties from corpus data.

3.2 Problems

As it turns out, the semantic characterization proposed in (3) becomes too narrow once
we move beyond the dictionary examples reported above and consult a corpus — among
others, running a search of the BNC for the string “good for” also produces examples like
the following, which rather mean X can receive Y™:

(5) a. Digital workers were always good for a car loan or a mortgage, perceived as being in

secure, well-paid jobs. [BNC K58]
b. By dint of a couple of birdies and a fortunate eagle on the long fourteenth hole, Jack
was looking good for a share of the prize money. [BNC Cs4]

While it is not impossible in principle for a schematic construction to comprise con-
structs with converse subsenses (cf. e.g. transfer vs. privative ditransitives), the semantics
of the present target pattern becomes substantially more difficult to characterize in view
of this discovery: even assuming an already quite coarse-grained specification in terms of
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traditional semantic role labels, if we still have to infer contextually whether X is an AGENT,
an INSTRUMENT or a RECIPIENT in the encoded scene, the putative construction obviously
does not specify a great deal of information by itself.

This underspecification appears to be more drastic once we consider a complemen-
tary difficulty that is illustrated by the contrast in (6):

(6) a. Fornow, pen software is good for data collection where users are picking from pre-

defined lists, or marking in check boxes. [BNC FT8]

b.  Computers are particularly good for finding, storing and retrieving information.
[BNC HXH]
¢. Portable computers are good to access information while travelling. [BNCJ75]

Here, examples (6b) and (6¢) illustrate the opposite case in which we get roughly the same
meaning as in (3) (namely, X can be used for Y’), yet now an aspect of the form side is dif-
ferent: rather than having good for NP, we now get good combining with different types of
VPs. In fact, the main difference between good for NP on the one hand and good for V-ing
and good to V on the other may appear to be that in the case of the latter two, the specific
process that X ‘can be used for’ is explicitly specified by the verb, whereas in good for NP
it must be inferred. Example (6a) is actually untypical in this respect since an action noun
like data collection already specifies the relevant process in itself. However, the difference
is quite marked in examples like the following:

(7) a. They are good for inflammation of the bowel, breathing difficulties, heart problems,
high blood pressure, reducing mucus and it also has a calming effect on the body,
especially during nausea. [BNC CGH]}

b.  Incidentally, this cream cheese mixture, spread on little fingers of bread and cooked
in just the same way, is extremely good for a cocktail party as a change from those
eternal sausages. [BNC EFU]
¢. A basic page printer has a rated life; Canon engines are good for 3,000 pages per
month, Ricohs can handle 5,000, and you should expect them to last around three
years at the full rated use. [BNC G00]

We understand these sentences to mean that the subject of (7a) (i.e. elderflowers) is good
for curing inflammation of the bowel, the cream cheese mixture in (7b) is good for serving
at a cocktail party, and Canon printers are good for printing 3,000 pages per month. An
interesting account of the way in which the different implicit predicates are inferred in
such examples is offered by Pustejovsky (1995). Drawing on earlier observations by Katz
(1964) and Vendler (1967), he notes that the adjective good does not denote some invari-
ant quality but merely ranks an entity with respect to a specific scale:

(8) a. Mary finally bought a good umbrella.
b.  After two weeks on the road, John was looking for a good meal.
c.  John is a good teacher. (Pustejovsky 1995:43)

Pustejovsky points out that “[t]he conditions which make an umbrella ‘good for some-
thing’ [...] are very different from those which make John a ‘good teacher”, suggesting
that the selection of an appropriate semantic dimension is driven by the lexical semantics

of the noun that good applies to. He goes on to develop a model in which a particular set
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of parameters in the lexical semantics of nouns (relating to how the noun’s denotatum
came into being, what it consists of, what its canonical purpose or function is and a few
more features) may interact with predicates that the noun is in construction with in order
to warrant particular inferences during composition. This approach offers a both more
general and more flexible account of the semantics of good for NP than (3), which comes
out as the context-specific spell-out of the schematic meaning ‘suited for V-ing NP’ If we
accept this (or something similar which also takes the semantics of the subject NP into
account) as a promising approach to how the implicit predicate is inferred in examples like
(7), and if we furthermore see no principled difference between the type good for NP and
the types good for VP and good to VP except that the latter are more explicit in this respect,
it would appear that the hypothesized meaning of the target string is in fact not peculiar
to the pattern after all. Interestingly, the meaning ‘suited for, fitting, appropriate” instead
appears to be a meaning of the lexical item good, and quite a special one, too: etymological
dictionaries list it as the original, i.e. oldest sense of the adjective, which is furthermore
characterized as a two-place predicate ‘with a purpose-specification in a dependent con-
struction;? i.e. precisely what we find in the above examples.

At this point, then, we have almost come full circle: having suspected that certain
expressions involving the string good for NP may instantiate a partially schematic idiom
that has unit status in its own right, it has now turned out that the precise formal and
semantic specifications of this unit are in fact rather difficult to pin down. What is more,
there seems to be a way of arriving at the hypothesized constructional meanings proposed
in (3) within a particular approach to lexical semantics, and here specifically the lexical se-
mantics of good. Now, seeing that we are essentially left with a particular (underspecified)
reading of the lexical item good, is a constructional perspective on good for NP obsolete
after all?

Having developed these objections at some length, the second part of my paper will
be devoted to showing that this is not the case. On the one hand, I will show that not all in-
stances of good XP behave alike and that the interpretation of good in particular is subject
to constructional top-down effects. On the other hand, I will argue that a strict dichotomy
between lexical and phrasal constructions is to a certain extent misleading anyway, at least
if it is taken to imply that lexical and phrasal characterizations must be mutually exclusive
and that phrasal constructions should only be posited if all else fails.

3.3 A constructional approach

The observation that there are particular instances of the three realizations of good XP that
convey similar meanings cannot obscure the fact that the three structures are not gener-
ally interchangeable. To begin with, consider the meaning of good in (9):

2. “teleologische verwendung mit zweckangabe in abhingiger konstruktion”, Grimms Deutsches
Worterbuch (DWB); online: http://germazope.uni-trier.de/Projects/ WBB/woerterbuecher/dwb/wbgui?
lemid = GG27807
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(9) a. Hegets a bit bolshie in the box, and paws at the floor. If he starts being really difficult
and kicking at the partitions we sometimes have to put hobbles on him. Fortunately, he
is always good to load. [BNC ASH]

b.  *He is always good for a load.
¢ *Heis always good for loading.

(9a) is an example of ‘tough movement or Object-to-Subject Raising (OSR for short), so
called because the classical transformational analysis assumed that the subject of such
clauses was derived from an embedded object position in deep structure (i.e. This book is
easy to read - It is easy to read this book). Cognitive Grammar and construction grammar
analyses of OSR (Langacker 1995; Hilpert and Koops 2005) have argued that the ‘raised’
variant is an independent and inherently meaningful construction that is typically used
to “describe the quality of the experience of the subject in someone who interacts with it
in the way specified by the oblique complement” (Langacker 1995:51), and which there-
fore imposes certain semantic constraints on the slot containing the ‘raised’ predicate. In
(9a), the most congruent of the dominant meanings associated with this slot (i.e. ‘easy’
rather than ‘difficult’) is coerced on good, indicating that good behaves like such different
predicates as e.g. unproblematic, a bitch and horrible here in that it can be construed as
matching the semantic requirements of this slot. Consequently, (9a) receives its interpre-
tation in virtue of an interaction of the semantics of good with the semantics of the OSR-
construction, which is why it cannot be paraphrased by either (9b) or (9¢). Next, consider
the meaning of good in (10):

(10) a. MPs were usually made to feel welcome; they were always good for a comment
{(Outrageous, says senior Tory MP), or a piece of gossip. [BNC HNK]
b.  *They were always good for commenting.
c.  *They were always good to comment.

Here, the CALD paraphrase ‘able and willing to provide” quoted in 3.1 seems quite ap-
propriate, especially if we cut out the ‘provide’ and leave the predicate to be inferred as
suggested above (‘make’ in (10)). As illustrated by (10b) and (10c}), the meaning ‘able to +
PRED’ is not compatible with the other two structures.

On the other hand, the existence of such differences does not preclude the possibility
that there may also be points of overlap, as argued for the ‘suited (+ PRED) -reading in
Section 3.2:

(11) a.  The music was extremely good to dance to and the skins were excellent dancers,
although they turned to the slow, deep soul music for close dancing. [BNC ARP]
b. It was good for dancing.
¢. It was good for a dance.

We can therefore hypothesize that on the one hand, the three meanings of good observed
in (9) to (11) are not associated with any of the three formal patterns directly, but rather
arise in the context of different semantic role configurations (notably with different types
of subject arguments). On the other hand, each of the three complementation patterns in
turn appears to be restricted to a particular subset of such configurations: for instance,
good for NP seems fine with AGENT subjects {(good for a comment), but not with PATIENTS
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Table 1. Significant combinations of structural pattern and semantic role of subject NP

Attracted subjects Repelled subjects
good for NP AGENT (p <.001) PATIENT (p < .001)
good for VP - AGENT (p <.01)
good to VP PATIENT (p < .001) INSTRUMENT (p < .01)

or THEMES (*good for a load), whereas good to VP works well for the latter (good to load),
but is not compatible with AGENTs (*good fo comment).

In order to investigate this possibility, I conducted a corpus study and extracted all
3566 instances of good to (2020 tokens) and good for (1546 tokens) from the BNC, by far
the most of which were unwanted hits for present purposes. The criterion for including a
particular observation in the study was semantic fit with one of the three relevant para-
phrases of good, i.e. ‘able to + PRED; ‘suited (+ PRED)” and ‘easy. Most of the examples
thus excluded involved benefactive uses (12a), constructions with an extraposed expletive
subject and the meaning ‘desirable’ (12b), combinations of these two patterns (12¢) and
expressions where the XP following good was actually licensed by a preceding too (12d):

(12) a.  Maastricht is good for Britain says Major. [BNCK1Y]

‘beneficent’

b. It would be good to meet up sometime. [BNC GXG]
‘desirable’

¢.  Itis not good for a player to be considered a poor sport. [BNCK5A]
‘beneficent’/desirable’

d.  That sounds too good to be true. [BNC ABJ]
‘desirable’

Apart from that, there were also numerous other idioms such as hold good for something,
bode good for something, make good for something etc. which likewise did not convey the
requisite meaning. The remaining 373 observations (206 good for NP, 106 good for VP, 61
good to VP) were coded for semantic role of the subject argument. The following catego-
ries were used: AGENT/EFFECTOR, INSTRUMENT, THEME, STIMULUS, RECIPIENT, PATIENT,
LOCATION, OTHER. The resulting table showed a highly significant interaction between
complementation pattern and semantic role of the subject argument (x* = 185.44, df = 14,
p <.001). However, since several of the cells had an expected frequency of less than five, this
result should be interpreted with some caution. Still, looking at the individual contribu-
tions to this result, there are five individually significant combinations between structural
pattern and subject role that stand out from the rest; they are reported in Table 1 (where
‘attracted’/‘repelled’ means ‘occurring significantly more/less often than expected’).

Taken together with the observations in (9) and (10) that the patterns are not freely
interchangeable, these results confirm the suspicion that there are principled semantic
grounds for favouring one pattern over the other in a particular context. Specifically, the
target pattern good for NP is shown to be significantly associated with AGENT/EFFECTOR
subjects, even though all other roles that were coded for are in principle possible in this
slot too. The most frequent ones are INSTRUMENT (81), AGENT (53) and STIMULUS (25),
which make up for 77% of all occurrences (inferred predicate in square brackets):
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(13) a.  So what do you reckon’s good for [curing] a hangover, then? [BNC HWS]
(INSTRUMENT)
b.  SoIdoubt if our hero would have been good for [performing] many heroics after
swigging that. [BNC FF0]
(AGENT)
c.  After all, asking him why my pays late is always good for [inducing] a laugh.
(STIMULUS) [BNCJY7]

In fact, expressions with an INSTRUMENT-subject and ‘suited’-meanings like (13a) do not
seem to be quite the same as (13b) and (13c) - as illustrated in (11), it is only the ‘suited’-
type where there is overlap between good for NP and good for/to VP, and such expressions
also allow the kind of regular lexical substitutions of good that are ruled out in (13b) and
(13c) (cf. these pills here are good, but those ones are bad/excellent/lousy for a hangover).?
It seems reasonable to suspect therefore that the pattern in {13a) is the source structure
of the more specialized/ idiosyncratic uses of good for NP illustrated in (13b) and (13¢).*
Having identified expressions like (13) as the dominant subtype of good for NP, we can
now further zoom in on relevant expressions. For instance, it would also be interesting to
see whether individual subtypes have a preference for specific implicit predicates in the
oblique phrase. This is what we would expect to find if indeed there is some specialization
going on, which is but another way of saying that a previously inferred aspect of relevant
expressions comes to be routinely associated with the respective (sub-)pattern and hence
semanticized. For reasons of space, I will merely give one example from the AGENT class
here, a type that is interesting because agentive subjects are in principle compatible with
a large range of predicates. What we find instead is a small number of recurrent scenarios
that have been conventionalized for the construction. Consider (14):

(14) a. Imean he knew you were good for a few lire more than usual. [BNC ASN]
b.  Following a request for a reference in 1989, NatWest wrote to Mr Maitland stating
that the company to which he proposed to send the games was good for £5,000 credit.
[BNC AHB]
¢.  Payment is over a number of years. We choose our customers carefully: only those
who can underwrite the loan, give pledges that they are good for the money they have -
borrowed. [BNC H98]

(14) is about TRANSEER: an AGENT is said to be able to give/supply/restore etc. the oblique
THEME argument to a RECIPIENT. The interesting thing about the recurrence of such trans-
fer-implications in agentive good for NP-expressions is not so much how they arise (they
are invoked by the semantics of the oblique arguments, all of which refer to elements of
financial transactions in (14)), but the very fact that there is a recurrence of this scenario in
the construction - rather than, say, the occurrence of CONSUMING or BREAKING scenarios
or whichever other type of event that involves an AGENT. This observation suggests that
speakers have quite detailed knowledge about the functions that the individual subtypes

3. Ithank Anatol Stefanowitsch for pointing this out to me.

4. Since it was often difficult to sharply distinguish between the putative source meaning and its seman-
tic spin-offs, examples like (13a) were nevertheless included in the data.
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of the idiom can be put to in conventional usage. The existence of such restrictions is an
argument for a constructional approach, since they are difficult to reconcile with a purely
inferential solution according to which more or less anything should be possible here as
long as we can recover the implicit predicate from the semantics of the oblique NP.

Another indication that relevant constraints are encoded on the fairly specific level of
these individual subtypes is provided by the example that marked the starting point of my
investigation, repeated here as (15):

(15) She'll probably also tell us about Tony the Toddler putting Domestos in the jelly, or whatever
embarrassing things he did as a kid. Might be good for a laugh.

With 14 out of 208 observations (7%), laugh is the most frequently occurring noun in the
oblique NP slot; the percentage rises to 11% (22 tokens) when close semantic variants
such as chuckle, giggle, snigger, joke and a bit of ribbing are included as well. In fact, how-
ever, such nouns only occur in a particular subtype of good for NP-idioms, namely those
with sTIMULUS subjects. Since there is also an established agentive schema, there should
be nothing to prevent us from interpreting (16) as meaning that it is the subject referent
who is laughing, rather than being laughed at:

(16) It is a world that ought to have vanished, and has largely done so, yet it persists in certain tired
imaginations. The forelock-touching peasant is still around in print, and always good for a
condescending laugh. [BNC AHA]

However, this is not what (16) means. If speakers wish to use laugh in an agentive setting,
they can use the closely related idiom in (17) instead:

(17)  Droning Dot and nerdish Nigel do have the odd laugh, but theres never been a character who
you could call easy going and game for a laugh. [BNC K37]

This suggests that different subtypes of good for NP such as the variants with AGENT and
STIMULUS subjects come with different restrictions on the oblique NP-slot — though obvi-
ously related, they are not quite the same.

It might be possible to zero in even further on the different usage patterns of such
structures, but there is also an end to splitting at some point, at least if we want to be rea-
sonably confident about the general acceptance of the proposed distinctions. In fact, may-
be particular aspects of what has been suggested so far are already controversial. Apart
from the fact that I am not a native speaker of English and that there is a directly equiva-
lent idiom in my native tongue German that could possibly influence my judgments, this
is quite generally what is to be expected at a certain level of detail, and even more so
when discussing something as rare and peripheral as the present example: little exposure
to a structure means that speakers are not constantly forced to align and possibly ac-
commodate their perceptions of its conventional usage patterns, something that happens
automatically for more frequent constructions. As a result, it is well possible that speakers
extract slightly different generalizations about the kinds of meanings that can be expressed
with this structure, and they will occasionally come across usages that sound deviant and
somehow not quite felicitous from their point of view. With the help of corpora, however,
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it is possible to identify those patterns in speakers’ productions that are dominant and, if
robust, not compromised by the odd counterexample.

3.4 Implications

Having argued for the general appropriateness of a construction-based approach, it is now
time to turn to the predictability vs. entrenchment issue and to consider how the above
observations are most plausibly accommodated within an overall model of linguistic
knowledge. I will argue that the complete inheritance view with its reliance on the pre-
dictability criterion is unsuitable for delimiting the range of elements that speakers really
work with in producing and comprehending language (i.e. constructions). By the same
token, I will also argue that a certain strategy for modelling the fine-grained aspects of
linguistic knowledge that are illustrated by the behaviour of idiomatic chunks such as the
present example in formal linguistic complete inheritance models is inappropriate from a
cognitive point of view.

Beginning with the first question, it may appear that the above observations do not
run counter to a characterization of constructions as form-meaning pairs that are in
some respect unpredictable - if indeed there is a highly specific variant with the meaning
‘AGENT is able to (+PRED) pATIENT that behaves differently from a second type with the
meaning ‘STIMULUS is able to (induce) RESPONSE (in EXPERIENCER)) then that would be a
reason for positing two highly specific constructions here that cover relevant expressions.
In fact, a schema like ‘sTiMULUS is able to (induce) RESPONSE (in EXPERIENCER)’ is still not
specific enough, though: the response is furthermore restricted to certain types of behav-
iour that imply a particular evaluation of the stimulus on the part of the EXPERIENCER. (In
the case of good for a laugh, the implication that it is ‘enjoyable or amusing’) This points
to a general problem with the non-predictability criterion: if indeed there is an attempt
to cover such kinds of phenomena at all, one is forced to make ever more fine-grained
subdistinctions in the data, and once these are set up, everything that is sanctioned or li-
censed by some element of the resulting system should be on equal footing (namely, fine).
But this is not the case. Especially in such idiom variants, there are clearly expressions that
involve more ‘strain’ (Langacker 1987:691.) in categorization than others because they are
further removed from convention (i.e. what is entrenched). To come back to our example,
I believe it is more useful to think of a chunk such as good for a laugh as a stored unit that
can be subject to certain analogical extensions rather than to postulate a number of fully
explicit constructional schemas (or lexical entries — see below) that cover such extensions.
As indicated, the BNC contains several substitutions for laugh with close semantic vari-
ants such as chuckle, giggle, snigger, and web checks with Google quickly produce more
far-flung extensions such as good for a cheer, good for a cry, good for a puke etc. The fact
that these are much rarer and probably also less acceptable for many speakers directly fol-
lows from the fact they are presumably modelled on good for a laugh (and more removed
from it) rather than ‘generated by rule/schema’ Note that this is not to argue against the
existence of schematic constructional templates as such: the more variants of this type a
speaker encounters, the more likely it is that a schema with some sort of cognitive perma-
nence will be extracted (cf. Langacker 2000:59f.). The point remains, however, that it is
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difficult to account for the connection between acceptability and semantic proximity to an
entrenched exemplar in a model that does not recognize such units in the first place.

We have at this point already arrived at the second question, i.e. the implications of
such observations for cognitively plausible models of linguistic knowledge. The present
paper has argued for an analysis in terms of partially schematic phrasal templates plus
fully specific instances, and I have furthermore assumed that such structures are not in
principle different from fully schematic constructions. Other approaches do see a prin-
cipled difference here. For instance, Miiller (2006) argues against positing phrasal con-
structions altogether. Focusing on resultative constructions in German, his argument is
that a phrasal solution as proposed by e.g. Goldberg and Jackendoff (2004) interacts with
various other phenomena such as constituent reordering and valence-changing processes
in undesirable ways because it leads to a strong proliferation of constructional schemas
that are needed to license relevant expressions. As an alternative, expanding suggestions
by Nunberg, Sag and Wasow (1994) and Erbach and Krenn (1993), Miiller makes a case
for encoding non-compositional meanings in a special lexical entry of the head of the
construction rather than specifying them directly at the phrasal level. Though focusing
on a lexically unfilled construction, the paper also touches on more substantive idioms,
arguing that “even the tiniest bit of a sentence may be controlled from within a lexical en-
try” (p. 879): “As it is possible to shift syntactic information around between lexicon and
syntactic rules (Constructions), it is also possible to represent semantic information at
non-canonical places and, by doing so, to obtain a grammar that can derive the meaning
of all utterances compositionally” (p. 877). The approach thus acknowledges the need to
account for certain apparently non-compositional phenomena and endorses their treat-
ment in terms of specialized constructions, albeit as ‘lexical constructions, i.e. elements
that are accounted for ‘in the lexicon. The main motivation behind stipulating the enor-
mous amount of multiple lexical entries that would be needed to cover the full range of
idiomatic and collocational idiosyncrasies found in naturally occurring language is thus to
maintain a sharp distinction between grammar and lexicon, rule and list. Whereas the as-
sumption of such a design may be desirable in the context of certain contemporary formal
approaches like the one in which this particular discussion is framed (HPSG), proponents
of Cognitive Grammar and cognitively oriented versions of construction grammar have
pointed out that there is no reason to assume that the architectural assumptions and ideals
of such models actually mirror the way in which language is instantiated in and processed
by the human mind. In other words, having a fully compositional grammar may be desir-
able from a formal (especially a computational) perspective, but it does not follow that the
necessary stipulations carry over to the psychological domain that cognitively oriented
linguists seek to describe.

Coming back to the question of lexical vs. phrasal constructions, the classical argu-
ment for positing phrasal constructions are constructional coercion effects (Michaelis
2005) and the type of linguistic creativity exhibited by examples like Goldberg’s (1995) fa-
mous He sneezed the napkin off the table. As I see it, the main problem of a lexical approach
here is not so much that positing a special caused-motion entry for a verb like sneeze is
‘implausible; but that this strategy is inevitably post oc and hence not fit to accommodate
the inherent flexibility of linguistic categorization. Humans are very adept at establishing
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partial correspondences between different elements of conceptual structure (such as the
semantics of the verb slot of the caused-motion construction and particular aspects of the
conceptual representation associated with the verb sneeze) that cannot be exhaustively
predicted and enumerated in advance. From a cognitive linguistic perspective, however,
Langacker (2005: 147f.) observes that the possibility of construing sneeze as matching the
semantic requirements of the caused-motion construction is straightforwardly accom-
modated as a manifestation of the quite general process of conceptual blending (cf. also
Fauconnier and Turner 1996). Clearly, though, a verb like sneeze can only be ‘made to fit’
into the slot of the construction if the pattern does have independent existence in some
way: we can only construct the relevant link and match the (unprofiled) implication of
sneeze that there is a forceful expulsion of air to the construction’s requirement of there
being some sort of force that is causing some sort of motion if there is something to map
to in the first place. Whether this ‘something’ is then called a construction, a lexical rule
or a “defective lexical item” (Jackendoff 2002: 180) is only important insofar as the choice
of a particular term will also suggest whether or not the element in question is viewed as
something that is fundamentally different from other elements of linguistic knowledge,
rather than one endpoint of a continuum. Usage-based construction grammar assumes
that there is no such fundamental difference.

4. Conclusion

The present paper has discussed two conflicting views about the crucial criterion for con-
structional status, i.e. whether constructions are more profitably defined as non-predict-
able or as entrenched form-meaning pairs. Departing from a corpus study of a particular
schematic idiom, I have argued that speakers have quite detailed perceptions about what
can and what cannot be done with such structures, and that such facts are straightfor-
wardly accommodated within an usage-based system (in which entrenchment is the key
criterion) but problematic for a maximally lean complete inheritance model that strictly
relies on (non-)predictability. What is it that makes item-specific knowledge and stored
exemplars relevant? In the case of non-predictable elements, their relevance is obvious:
they are what a speaker must know in order to speak the language. However, if indeed
the goal is to account for what speakers know, then non-predictable elements are just the
bare minimum, and it is not difficult to show that speakers actually know a lot more: first,
I have argued that either fully concrete or only partially schematic “fixed expressions’ are
the standard of comparison for various analogical extensions that we find evidenced in
corpus data (i.e. they are what people seem to work with in production). Second, they
are ‘idioms of encoding’ in the sense of Makkai (1972) that speakers ‘must know’ in the
same sense that they ‘must know’ opaque idioms of decoding - for instance, idiomatic
English has good for a laugh, but not *good for laughing, *good to laugh, *good with respect
to a laugh or any other conceivable variant that might have become conventionalized in-
stead. Third, research on formulaic language has found that pre-patterned speech, fixed
collocations and readymade prefabs also play an important role in discourse/production
because they relieve time pressure on the speaker (Wray 2002). Finally, they also impinge
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on comprehension, where stored chunks and (possibly conflicting) higher-level schemas
compete for activation as the categorizing structure to be selected for a particular target
(Zeschel 2008).

Summing up, since all these different aspects point to the significance of concrete
exemplars in linguistic knowledge and processing, it would seem strange to exclude them
from a model that explicitly seeks to account for “the entirety of each language” (Kay and
Fillmore 1999:1).
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Words as constructions

Ewa Dgbrowska

1. Alexicallearnability problem

The average English speaker with secondary school education knows about 60,000 words;
many speakers know 100,000 words or more (Miller 1996). ‘Knowing a word’ involves
knowing a variety of things: its phonological form, grammatical properties, meaning, and,
for some words at least, the social contexts and genres in which it is normally used (e.g.
the word horsy is used primarily in informal spoken language, while equestrian is much
more formal). It is also a matter of degree: a person may have only passive knowledge of
a particular word, i.e. be able to recognise it but not produce it, or have only a rough idea
of its meaning: for example, one might know that frudge is a verb of motion without be-
ing aware what specific kind of motion it designates. At the other extreme, many speakers
have very detailed representations which enable them to distinguish trudge from near-
synonyms such as plod, yomp, and lumber.

How is such knowledge acquired? To answer this question, it will be useful to make a
distinction between ‘basic’ and ‘non-basic’ vocabulary. By ‘basic vocabulary’ I mean words
designating relatively concrete entities which are learned early in development in the con-
text of face-to-face interaction, where the extralinguistic context offers a rich source of
information about meaning. In the simplest case, the learner hears a label (Look! A cat!) in
the presence of a referent (the neighbours’ Burmese) and infers that the phonological form
[keet] refers to the animal.! Learning relational words such as verbs and prepositions is a
more complex process because relations cannot be experienced or conceptualised inde-
pendently of the entities participating in them (cf. Langacker 1987:215, 2981f). Moreover,
relational words are rarely used in isolation. Thus, learning the meaning of a relational
word usually involves performing a sentence-to-world mapping (cf. Gleitman 1990). For
example, to learn the meaning of the preposition on, the learner must be exposed to sen-
tences such as The cat sat on the mat in a context which enables him or her to infer the
meaning of the sentence, and to establish correspondences between chunks of phonologi-
cal structure (e.g. [keet], [meet], etc.) and aspects of semantic structure (in this case, the
cat and the mat). A further complication arises from the fact that verbs are typically not
experienced in the presence of the referent: the events described by sentences such as He

1. It should be stressed, however, that even such relatively straightforward situations present the learner
with many potential difficulties - see Bloom (2000) for an in-depth discussion.



202

Ewa Dgbrowska

broke it and Let’s go out, for example, refer to events which occurred either before or after
the speech event. However, in all of these cases, learners have access to a variety of situ-
ational clues which help them to establish the conventional meanings of the words they
are exposed to.

Non-basic vocabulary includes words which are acquired later in development, typi-
cally without the benefit of much extralinguistic support. Prime examples of non-basic
vocabulary are words for abstract concepts such as future, compute, knowledge, or aware,
which refer to entities which cannot be directly observed. Another, less obvious, subcat-
egory are words like scurry, ogle, capacious, and promontory, which have relatively con-
crete referents and whose meanings could in principle be learned in the same way as basic
vocabulary, through exposure during face-to-face interaction with adults in a suitably rich
situational context — but which, in practice, cannot be learned in this way because they are
simply not encountered in such contexts: words like scurry and capacious are overwhelm-
ingly used in written texts.

This distinction is, of course, a matter of degree: many words are encountered in writ-
ten texts as well as in informal interaction; some learners are exposed to richer spoken
input than others; and speakers of all ages occasionally encounter new words in face-
to-face contexts. The point is that, as their vocabularies increase, language learners have
fewer and fewer opportunities for learning words in the context of informal conversation
simply because they already know nearly all the words they hear in such contexts (West,
Stanovich and Mitchell 1993). Since vocabulary growth does not slow down but actually
increases in late childhood and early adolescence (Anglin 1993), it follows that learners
must be learning words in non-face-to-face contexts. Hayes and Ahrens (1988) point out
that older learners are exposed to new words primarily in written texts: children’s books
contain 50% more rare words than adult television or the conversation of university-edu-
cated adults; and articles in popular magazines contain three times as many rare words as
television programmes and adult conversation.

So from about 10 years of age, children encounter most unfamiliar words in written
texts and other situations where the amount of extralinguistic information is very limited.
This raises obvious learnability issues: how can the learner discover the meanings of words
encountered in such contexts? One obvious source of information is explicit definitions:
once the learner has become a reasonably competent language user, he or she can learn
new words from verbal descriptions provided by other language users. Some words, espe-
cially words referring to scientific concepts taught at school, are probably learned in this
way; however, it is unlikely that explicit verbal definitions play a very prominent role in
lexical development. School-aged children learn 12-15 new words every day (Miller and
Gildea 1987; Anglin 1993; Bloom 2000), and we can safely assume that most children
are not exposed to anywhere near this number of explicit definitions. Furthermore, most
people are not very good at defining words, even words designating relatively concrete
concepts. Consider the following definitions produced by five different British undergrad-
uate students:

(1) a. People do this when they are being big-headed or feeling particularly pleased with
themselves.
b.  Move in a dance-like manner.
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c.  Jump around in the manner of a loony! To be bouncy, overexcited. Performing
reindeer do this.

d.  Walk in an extravagant, showy, arrogant manner, usually in order to attract
attention.

e.  Move affectedly. Most often associated with people taking them ickey out of
ballerinas or camp men. The most common situation would be a camp man trying
to get attention.

All of these are definitions of the same lexical item: the English verb prance. It is difficult
to envisage how a language learner could learn the conventional meaning of the verb
from these descriptions (although of course some useful information can be gleaned
from them).

Definitions found in dictionaries and textbooks are usually more accurate than those
produced by ordinary language users, but this doesn’t mean that they are always more
helpful. For one thing, they often define synonyms in terms of each other. For example,
the Collins English Dictionary defines prance as ‘swagger or strut’. If we look up strut, we
are told that it means ‘walk in a pompous manner; swagger’, and swagger means ‘walk
or behave in an arrogant manner’. A learner would be able to form a general idea about
the meanings of these words from the dictionary - something like ‘walk in a pompous
or arrogant way’ - but not the differences between them. (Note, too, that this definition
is not entirely accurate for prance, which refers to a walk with exaggerated movements,
but does not necessarily imply arrogance: one can prance when one is overexcited or in
high spirits.)

Last but not least, children are not very good at learning words from explicit defini-
tions. Consider the following sentences (from Miller and Gildea 1987) produced by chil-
dren participating in a vocabulary-building programme at school:

(2) a. Iwasmeticulous about falling off the cliff.
b.  Our family erodes a lot.
¢ Mrs Morrow stimulated the soup.

Miller and Gildea were rather puzzled by such sentences, until they discovered that,
according to the dictionary that the children were using, meticulous means ‘very care-
ful or too particular about small details’, erode means ‘eat out, eat away’, and stimulate,
‘rouse, excite, stir up’. Clearly, the children have not learned the conventional meanings
of these words.

How, then, can learners acquire the meanings of non-basic words? There is a growing
consensus in the language development literature that non-basic vocabulary is learned
through incidental exposure in texts, primarily written texts (Sternberg 1987; Schwanen-
flugel, Stahl and McFalls 1997; Nagy, Anderson and Herman 1987). The relative success
of computational models such as Latent Semantic Analysis (Landauer and Dumais 1997;
Landauer 1998) and Hyperspace Analogue to Language (Burgess, Livesay and Lund 1998)
demonstrates that such learning is possible, although it is generally agreed that the mathe-
matical algorithms used by the models are unlikely to correspond in any direct way to what
the human brain does. We also know that there is a robust correlation between vocabulary
size and the amount of reading that a person does (West et al. 1993; Anderson, Wilson and
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Fielding 1988) - but, interestingly, not between vocabulary size and the amount of time
spent watching television. The most convincing evidence, however, comes from experi-
mental studies demonstrating that performance on vocabulary tests increases if learners
are exposed to texts containing words from the test (see, for example, Schwanenflugel
et al. 1997; Nagy et al. 1987; Eller, Pappas and Brown 1988; Robbins and Ehri 1994; and
Swanborn and de Glopper 1999 for a review).

However, the gains reported in such studies are typically quite small. A meta-analysis
of 15 studies of incidental word learning during reading by Swanborn and de Glopper
(1999) revealed that the mean probability of a person learning a previously unknown
word to a given criterion was 0.15. This figure is probably an overestimate: in many of
the studies the participants were given a pre-test assessing their knowledge of the target
words before they read the texts containing them, which probably sensitised them to the
words, thereby improving learning. The mean learning rate in studies which didn’t use a
pre-test, or which used a pre-test with distractor items, was 0.11. Furthermore, only one
of the studies in the Swanborn and de Glopper sample (Nagy et al. 1987) measured word
learning after a week’s delay; in all other studies, the vocabulary test was administered im-
mediately after the participants read the passages. Thus, one could argue that these studies
measured how good children were at inferring word meaning from context, not how good
they were at learning words. In the Nagy et al. study, performance increased by only 5%.

The fact that the increase in knowledge gained from a single exposure in a written
text is relatively small is not particularly surprising, given that individual contexts are
not very informative (Nagy, Herman and Anderson 1985; Schatz and Baldwin 1986), but
performance improves with more exposures (Jenkins, Stein and Wysocki 1984; Robbins
and Ehri 1994). Thus, vocabulary learning from context is a slow, incremental process:
a learner must encounter a new word in a number of contexts before he or she is able to
form a complete lexical entry.

Research on word learning from context suggests that older children and adults are
usually better at this than younger children (Swanborn and de Glopper 1999) and that
children with larger vocabularies improve more than children with smaller vocabularies
(Robbins and Ehri 1994). The properties of the text are relevant, too: for example, learners
are more likely to correctly infer the meaning of a particular word if the density of unfa-
miliar words in the text is low (Swanborn and de Glopper 1999). Finally, high imageabil-
ity words are learned better than low imageability words, and, interestingly, non-nouns
(verbs, adjectives and adverbs) are learned better than nouns (Schwanenflugel et al. 1997).
On the other hand, contextual support (how transparent the context is) and text impor-
tance (the importance of the sentence containing the word in the story) appear to have no
effect on the amount of learning (Schwanenflugel et al. 1997).

What is less clear is exactly how learners construct lexical representations for new
words encountered in reading. It is generally agreed that this involves some kind of ‘con-
textual abstraction;, but little attempt has been made to isolate the specific clues that learn-
ers exploit. Nippold (1998: 18) lists some types of cues that are often available in school
textbooks; a selection of items from her list is given in (3) below.
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(3) a. appositives: Indigo, a blue dye taken from plants, was sold by Southern plantation
owners.
b. the conjunction or: Sir Edmund Hillary climbed to the summit, or highest point, of
the world’s tallest mountain.
c. metaphor: The bean-shaped mitochondria are the cell’s power plants.
d. cause-effect: The pain was alleviated as a result of the drugs suggested by the doctor.
e.  participial phrases: The cat, drenched by the heavy rain, was distressed.

Note that the cues given in (3a-c) are essentially definitions. Explicit definitions are often
available in textbooks, but are not reliably present in other types of texts.? The other cues
rely on the learner’ ability to make inferences on the basis of real-world knowledge: heavy
rain will make a cat wet, drugs can relieve pain, and so on. Being able to make such infer-
ences would allow the learner to formulate a reasonable hypothesis about the meanings
of the relevant words. However, Nippold gives no evidence that learners actually use such
cues, just notes that they could be used.

Sternberg (1987) does attempt to provide such evidence through two instructional
experiments which involved teaching children to attend to specific aspects of context (e.g.
temporal, spatial, and causal cues) and to isolate those which are relevant to the mean-
ing of the word. Children who received such training performed better on a subsequent
post-test (in which they were required to define new words they encountered in written
texts) than a control group who had not. However, it is not clear that the effect was due to
attending to the specific clues mentioned by Sternberg - rather than to the fact that the ex-
perimental group were encouraged to process the texts more deeply, for example - or how
this relates to word learning in the real world, i.e. whether children use the same strategies
outside the classroom, and whether the improvement reflects enhanced ability to learn
words from context and not simply an enhanced ability to write definitions.

This is not to deny that pragmatic inferencing plays an important role in vocabulary
acquisition. The involvement of inferencing processes is largely responsible for the high
correlation between vocabulary and 1Q,® and also explains why the ability to learn words
from context improves with age. However, there are other sources of contextual informa-
tion available to the learner which rely on simpler forms of information processing.

First, there is the syntactic frame. Given an unfamiliar word in a sentence with a di-
rectional complement (e.g. He gorped to the park), one can infer that gorp probably refers
to some kind of motion; the presence of a sentential complement (e.g. He tammed that she
had left) suggests a verb referring to a mental state or a communication event, and so on.
There is considerable evidence that language learners are able to use such cues ~ indeed,

2. Note, too, that explicit definitions encountered in texts raise similar problems to dictionary defini-
tions.

3. The correlation between scores on the vocabulary subtest of the Wechsler Adult Intelligence Scale
and full-scale IQ is .82 (Wechsler 1958:255) - higher than that of any of the other eleven subtests in this
battery, and about the same as the correlations between different IQ tests, which average about .77 (Jensen
1998:91). The correlation between scores on Raven’s Progressive Matrices, a nonverbal 1Q test, and the
Peabody Picture Vocabulary Test, is .69 (Jensen 1998:91).
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for verbs, the syntactic context is much more informative than the extralinguistic context
alone (Gleitman 1990; Gleitman and Gillette 1995; Gillette et al. 1999).

However, the information that syntactic frames provide is very general: it allows
learners to identify the broad semantic category of the verb (motion v. transfer v. mental
state) but not its precise meaning. Much more specific cues can be gleaned from a word’s
collocations and semantic preferences, and I would like to suggest that this is the single
most important source of information that learners use to learn relational words from
linguistic context.

This proposal was inspired by the work of lexicographers such as Sue Atkins (Atkins
1994; Atkins and Levin 1995) who observed that near-synonyms tend to have distinct
collocation patterns.* Systematic comparison of these patterns allows lexicographers to
bring out the differences in meaning and thus write better definitions; likewise, I suggest,
language learners can use the information inherent in typical collocation patterns and
semantic preferences to construct lexical representations in their mental lexicons.

To be able to do this, learners and lexicographers alike must first identify typical col-
location patterns. This is not a trivial matter, as it involves sifting through vast amounts of
information, much of which is irrelevant. Consider the following sentences with the verb
trudge (all taken from the British National Corpus):

(4) a. He set out at ten; he viewed as many houses as possible, trudged across miles of
fitted carpet and sanded floors, exchanged weary smiles with anxious vendors.

b. My watch alarm woke us to a finger cold pre-dawn, though I remained only half
awake as we trudged through knee-deep snow to the bottom of the Supercouloir,
both of us cursing that we had not brought our skis.

c.  Then he and Ranulf trudged wearily off to bed.

d.  Once there, we lifted curselves and looked at one another, both of us laughing,
trudging grass-stained to the top again.

e.  She trudged slowly behind Evelyn, who took the cloth and started to rub out the first
word with painstaking precision.

f. Due to a power blackout, their hotel was in total darkness when they arrived, and
they had to trudge up the stairs with their luggage to the 10th floor.

Much of the information in these sentences is irrelevant to determining the meaning of
trudge. For example, it won't help the learner to know that in the episode described in (4b),
the speaker is only half awake, or that the speaker and his companion are cursing that they
had not brought their skis; or that in (4d), the walkers were grass-stained and that they
were laughing. What is relevant in these sentences is the reference to deep snow in (b), the
walkers’ weariness in (c), the upwards path in (d) and (f), the slowness of the motion in
(e), and the heavy luggage in (f) — but the learner or lexicographer cannot know this until
he or she has considered many more sentences.

To assist them in the task of identifying patterns in the data, lexicographers use con-
cordancing programs which pull out corpus sentences containing a particular word and
sort them by surrounding context; many such programs also extract collocates and sort

4. For further research exploring the relationship between collocation and meaning, see also Church
et al. (1994), Miller and Charles (1991), Divjak and Gries (2006), Gries and Divjak (this volume).
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them according to the strength of the relationship with the target word. Language learn-
ers, of course, do not have the advantages of modern technology; and moreover, they are
presented with exemplars one at a time, which makes the task of comparing them to other
exemplars even more difficult.

How then are learners able to isolate typical contexts for a particular word? I sug-
gest that what helps them to accomplish this formidable task is the fallibility of human
memory: the fact that we don’t normally remember things that we encounter only once or
twice (unless they are particularly striking, or highly significant for personal reasons), but
we do tend to remember things we are exposed to many times. In other words, memory
acts a kind of filter: learners develop robust representations of comparatively frequent
collocations like trudge wearily, trudge slowly, trudge through the snow (or, more generally,
trudge through plus an expression specifying a dense medium such as snow, mud or thick
vegetation), trudge up the stairs (or, more generally, trudge UPWARDS, which is schematic
for up the stairs, upstairs, up the steps, up the hill, to the top); on the other hand, learners
do not store rare, perhaps unique combinations such as trudge across miles of fitted carpet
and sanded floors. The same process allows learners to note that sentences with trudge also
repeatedly mention the walker wearing heavy footwear, carrying something heavy, cover-
ing a considerable distance, and being cold, wet, and miserable.

2. A Cognitive Grammar solution®

Thus, the immediate linguistic context contains a wealth of clues about meaning. Critical-
ly, much of this information is explicitly mentioned in actual sentences, and thus does not
have to be inferred by the learner. Because of this, learning can rely on a relatively simple
process of pattern extraction. Clearly, inferencing and real world knowledge also play an
important role: a learner who is able to link the information derived from the textual
contexts with visual images of people walking through deep snow, or tired or depressed
walkers, will have a richer semantic representation of trudge; and a learner who is able to
glean additional information through inferencing will need fewer exposures to construct
an accurate semantic representation. The point is simply that a considerable amount of
learning can occur without invoking such computationally demanding processes.

Using distributional cues as described above, a learner would be able to construct a
schematic representation such as that depicted in Figure 1b. The figure follows the usual
cognitive grammar conventions {cf. Langacker 1987): the boxes represent units; vertical
lines represent symbolic relationships; items in capitals represent semantic units; items
in phonemic transcription represent phonological units; and .. represents a maximally
schematic phonological unit (a placeholder indicating that some phonological content is
present, but not specifying what it is). An additional convention adopted here is the use of

5. The proposal is an application of Langacker’s (1987) Cognitive Grammar. It is also broadly compatible
with other similar frameworks such as Construction Grammar (Goldberg 1995) and Radical Construc-
tion Grammar (Croft 2001). See Langacker (2005) for an in-depth discussion of the similarities and dif-
ferences between these approaches.
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(a)
WALK SLOWLY WITH THROUGH
(TIRED) HUMAN HEAVY STEPS THE SNOW
T
_ B [
¥ [
> tradz > Oru: 8o 'snou
® WALK SLOWLY WITH | OVER DIFFICULT
(TIRED) HUMAN HEAVY STEPS TERRAIN
T
) | |
¥ 1
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T
R 4 1
¥ !
> >

Figure 1. A specific collocation, trudge through the snow (a), the lexical representation of the verb
trudge (b}, and the intransitive motion construction (c)

the ‘<’ symbol to represent linear precedence; and for clarity, boxes around symbolic units
have been omitted.

The schema in Figure 1b can be regarded as the lexical representation of the verb
trudge. Such generalized schemas contain representations of the salient participants in
the event (in this case, the walker), salient aspects of the setting (difficult terrain), and
the phonological form of the linguistic expression used to describe such events. The pho-
nological representation is partially underspecified, in that the segmental content of the
phonological subunits corresponding to the walker and the setting is left open; but the
unit does specify the ordering of the three subunits. Note that the lexical entry is repre-
sented in the same format as constructions and indeed has the same overall structure as
the intransitive motion construction {cf. Figure 1c). The only difference between the two
representations is that the lexical unit is more specific: it provides more phonological de-
tail and specifies that the mover is human and typically tired, that the motion is slow and
bipedal, and happens over difficult terrain. Thus, relational words are, in effect, a special
type of construction - one which is partially specified phonologically.

Seeing relational words in this way has several theoretical advantages. Firstly, it makes
possible a unified treatment of various aspects of lexical knowledge, including what is
traditionally referred to as subcategorization frames and selectional restrictions, as well as
frequently co-occurring optional modifiers. All of this information is directly represented
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in the schematic specifications of the entities participating in the relationship which are
part of the profile of the verb. In this example, the walker is human, and the verb typi-
cally, but not always, takes a path expression denoting difficult terrain. The non-obliga-
tory nature of the path expression is represented by thinner lines which indicate that it is
less salient than the walker. In addition, specific collocations (e.g. NP trudge through the
snow, NP trudge upstairs/up the stairs) can be represented as independent constructions
(cf. Figure 1a) linked to the trudge construction via categorizing relationships (Langacker
1987, 2005) or inheritance links (Goldberg 1995), just as trudge is linked to the intransitive
motion construction. Secondly, seeing relational words as a special type of construction
allows a unified treatment of early lexical and grammatical development (acquisition of
‘verb islands” and other lexically-specific constructions) and explains the strong correla-
tions between lexical and grammatical knowledge observed in development (e.g. Bates
and Goodman 1997): since early constructions are, in effect, big words (cf. Dagbrowska
2000, 2004), we would expect the same mental processes to be involved in their acquisi-
tion. Last but not least, as hinted earlier, it explains how, later in development, words can
be learned from (written) linguistic context, and allows the analyst to aptly characterize
the subtle knowledge that speakers have about the differences between near-synonyms.

On the empirical side, there is a substantial amount of evidence that early in develop-
ment, children’s grammatical knowledge is best characterized as a repertoire of memo-
rised phrases and lexically-specific units such as CONSUMER-eat-FOOD, RUNNER-run-
PATH, Can I PROCESS? (Tomasello 1992, 2000, 2003; Lieven, Pine and Baldwin 1997;
Dabrowska 2004). More general constructions such as the transitive, intransitive motion,
and Y/N question constructions are acquired later in development by generalizing over
the more specific patterns (Tomasello 2000; Dabrowska 2004).

3. Overview

This paper provides further empirical support for the words-as-constructions view by
showing that adult speakers have very specific knowledge about the collocational patterns
of particular words which helps them to distinguish between near-synonyms. The specific
aspect of linguistic knowledge that will be investigated is verbs of walking or running.
English has quite a large number of such verbs, as shown in the list in (5a-b). All of these
verbs can be used to describe human bipedal locomotion, although for a few (gallop, trot,
stampede, fly) this is a secondary sense. There are also a number of more general verbs
which are neutral between bipedal and vehicular locomotion (5c¢), giving a total of about
100 verbs.

(5) a. walk, amble, ambulate, clamber, file, foot it, hike, hobble, hoof it, knock about,
limp, lumber, lurch, march, mosey, pace, pad, parade, perambulate, plod, prance,
promenade, pussyfoot, ramble, sashay, saunter, scuff, sidle, shamble, shuffle, skip,
skulk, slink, slog, stagger, stalk, step, stride, stroll, strut, stump, swagger, tiptoe,
toddle, traipse, tramp, tread, trek, troop, trudge, waddle, yomp
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b.  run, beetle, bolt, bound, dart, dash, gallop, hotfoot, fly, jog, leg it, lope, romp, rush,
scamper, scoot, scramble, scud, scurry, scuttle, skedaddle, sprint, stampede, trot

¢ move, advance, career, come, decamp, depart, flee, go, hurry, leave, meander, race,
roam, rove, skitter, sneak, speed, tear, trek, wander, weave, whisk

Eighteen of these verbs (printed in boldface in the list in (5)) were chosen as the object
of the study. All of the verbs are intransitive but typically take directional complements,
although most are occasionally used in transitive constructions (as in the officer plodding
the beat, posturing crabs who swagger the sea-bed in borrowed shells, the designer handbag
brigade who strut the Konigsallee, all from the British National Corpus). Apart from march
all of these are fairly low frequency verbs which are used predominantly in written texts.
Adult speakers’ knowledge about these verbs was examined by means of a sentence pro-
duction task (Study 1) and three forced choice tasks (Study 2).

4. Studyl

The first study was an exploratory analysis of speakers’ knowledge about the verbs . The
18 verbs were divided into two lists of 9, and 63 undergraduate students (all native speak-
ers of English) were asked to define all the verbs in the set as precisely as they could, and
then to use them in sentences illustrating their meaning. One half of the participants were
given the verbs from each list. The sentences produced by the participants were collated
and coded for characteristics of the walker, path, setting, and manner explicitly mentioned
in the sentence. Sentences with non-motion and non-verbal senses of the words (e.g. I like
scrambled eggs, I couldn’t keep pace with him) were excluded from the analysis.

In what follows, [ report on a subset of the data collected in this way, the illustra-
tive sentences for the nine verbs designating slow movement: stagger, hobble, limp, trudge,
plod, amble, saunter, sidle, and slink. Twenty sentences for each verb were included in the
analysis. Although this sample is too small to allow firm conclusions to be drawn, it does
reveal some suggestive patterns which are summarized in Table 1 and discussed below.
For ease of exposition, the nine verbs are grouped into four clusters of nearly synonymous
verbs. The division into clusters is based on the author’s semantic intuitions and con-
firmed by an informal similarity judgement study.®

6. Ten native speakers were asked to select one or two verbs nearest in meaning to amble, plod, sidle, and
hobble. At least 8 out of 10 chose saunter, trudge, slink, and limp, respectively. The link between stagger
and hobble is weaker, with only two speakers choosing stagger as the nearest in meaning to hobble. These
similarities are also reflected in the pattern of non-target responses observed in Study 2: members of the
four pairs of verbs (amble/saunter, plod/trudge, sidle/slink, and hobble/limp) were confused with each other
much more frequently than with other verbs. The verb most frequently confused with stagger was hobble;
but interestingly, the relationship was asymmetric: that is to say, speakers sometimes supplied ~obble when
the target verb was stagger, but never substituted stagger for hobble.
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Table 1. Collocational patterns and semantic preferences in the elicited sentences

stagger hobble limp trudge plod amble saunter sidle slink

Walker

HUMAN 100 100 95 95 85 100 100 100 65
DRUNK 35 0 0 0 0 0 0 0 0
INJURED/IN PAIN 5 15 40 0 0 0 0 0 0
LEG/FOOT INJURY 0 5 30 0 0 0 0 0 0
CRIMINAL 0 0 0 0 0 0 0 10 15
MALE 65 55 60 40 45 20 60 75 25
OLD 5 50 10 0 0 15 0
PLURAL/COLLECTIVE 10 0 0 45 25 70 5 5
Path

in/into the room 5 0 0 0 0 0 25 0 0
from/out of the pub/bar 40 5 0 0 0 0 0 0
home 40 0 10 20 20 0 0 0 0
off the pitch 0 5 30 0 0 0 0 0 0
along (X) 0 0 5 5 25 35 10 0 5
on 0 0 0 0 30 ] 0 0 0
through ... snow 0 0 0 30 0 0 0 0
through X 0 0 0 65 5 15 5 0 15
up to PERSON 0 0 0 0 0 0 10 60 0
TOWARDS OPPOSITE SEX 10 0 0 0 0 0 15 5 0
TOWARDS AUTHORITY 0 0 0 0 0 0 0 15
TOWARDS 15 25 15 10 10 5 45 80 5
away 0 0 5 0 0 0 0 0 35
AWAY 0 0 5 0 0 0 0 5 45
UPWARDS 5 5 10 5 5 0 0 5
no path 5 10 25 0 5 5 0 0 0
Setting

INDOORS 10 30 20 0 0 5 45 10 5
OUTSIDE 40 40 50 95 70 80 40 5 50
COUNTRY 0 0 0 25 0 75 25 0 5
Manner

CRUTCHES ETC. 0 15 0 0 0 0 0 6 0

Note: Words in italics correspond to the actual expressions used by the participants; CAPITALS stand for
semantic categories. Thus TOWARDS is schematic for towards, to, up to, etc. All the figures given in the table

are percentages.

4.1 Amble and saunter

The dictionary definitions for amble and saunter are virtually identical: according to the
New Oxford Dictionary of English, amble means ‘walk or move at a slow relaxed pace’ and
saunter, ‘walk in a slow relaxed manner, without hurry or effort. However, an examination
of the students’ sentences reveals some interesting differences. Amble is the only verb in
the set which is used predominantly with plural or collective subjects, suggesting that this
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is an activity one engages in in the company of others; with saunter, on the other hand,
the subject is virtually never plural. One nearly always ambles outside, typically in the
country {along the trail/footpath, round/across the countryside); sauntering, in contrast,
often occurs indoors. One most often ambles along, or along something, rarely away from
or towards something (suggesting that one is not going anywhere in particular); but one
saunters in a specific direction: up fo someone {often a person of the opposite sex), to-
wards something, or into a room. Amble is often used with optional modifiers suggesting
leisurely activity: slowly (2), without a care in the world (2), for an hour, listening to the birds
and watching children at play. Saunter also had some modifiers suggesting leisure (listen-
ing to the birds, looking at shop windows); but there were also modifiers suggesting sexual
interest (sensually) or a ‘studied’ casualness (cool as a cucumber in his new shades, like he
had all the time in the world, nonchalantly, unconcerned that he was late yet again). Last but
not least, amble, but not saunter, appears to be associated with elderly walkers.

4.2 Plod and trudge

Like amble, trudge and plod are strongly associated with outdoor settings, but unlike am-
ble, they tend to be used with modifiers suggesting low energy levels (wearily, tiredly, after
a hard day’s work, after a long day at school). The main difference between the two verbs
is in the path: 65% of the sentences with trudge described movement through something
(prototypically snow), while the most typical path for plod was along (with or without a
following NP). In addition, plod, but not trudge, was often used with on to indicate con-
tinued activity. Another difference is in the choice of subject. All but one of the sentences
with trudge had human subjects; and interestingly, in the one exceptional sentence, the
subject was the coordinate NP the man and dog, with a single determiner modifying both
nouns, suggesting that they are to be construed as a team. Plod seems to allow non-human
subjects more freely, especially subjects designating large heavy animals such as elephants
and donkeys.

4.3 Sidle and slink

Both verbs refer to furtive movement, and reflecting this, they were sometimes used with
subjects designating criminals (pickpocket, burglar, robber) and other disreputable indi-
viduals (e.g. the horny man). Of all the verbs in this set, slink was most frequently used
with non-human subjects, typically a cat; it is this association which is presumably re-
sponsible for the connotations of smooth, gliding movement. With sidle, the subject was
invariably human. The other significant difference is in the direction of movement. 80% of
the sentences with sidle describe motion towards something, prototypically up to a person
of the opposite sex (often with implications of sexual interest), a person in authority or an
unsuspecting victim. Slink, in contrast, was usually used to describe movement away or
out of sight (e.g. into the night).
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4.4 Hobble, limp and stagger

These three verbs all refer to an awkward, unsteady movement, but suggest different rea-
sons for the walker’s difficulties. In 50% of the elicited sentences with hobble, the walker
was old (this is a very strong tendency, as the remaining 50% of the subjects were all
pronominal); 40% of the sentences with limp mentioned some kind of injury, usually to
the foot or leg; and 35% of the sentences with stagger explicitly stated that the walker was
drunk. Some sentences with hobble also indicated that the walker used crutches, a Zim-
mer frame or some other means of support; although references to such aids were not very
frequent in absolute terms, they are quite distinctive, since they are not associated with
any of the other verbs studied.

Two of the verbs, stagger and limp, also have strong preferences for particular paths.
One typically staggers from or out of a pub or bar, or home: these two paths together
account for 80% of the path expressions in the elicited sentences with trudge produced
by undergraduate students.” For limp, the most common path was off the pitch;® but the
verb was also used fairly frequently without a path expression to describe a manner
of walking which is characteristic of a person in the sense that it may be the result of
permanent injury.

Thus, while the meanings of these three verbs partially overlap (old people can also
limp or stagger, an injured person can hobble or stagger as well as limp, and so on), they
have quite distinct prototypical agents: a drunk staggering home after a night out, an in-
jured athlete leaving the game, and an old person unsteady on his/her feet.

4.5 Discussion

The elicited sentences reveal some clear differences in usage patterns which appear to be
detailed enough to allow speakers to differentiate between near-synonyms. A relevant
question that arises at this juncture is how these patterns compare with those found in
‘real’ texts. A systematic comparison of the sentences produced by the participants with
corpus data is beyond the scope of this paper; suffice it to say that the usage is broad-
ly similar, although the elicited sentences tend to exaggerate patterns found in corpus
texts.” For example, in 60% of the elicited sentences with the verb sidle, the path was
up to (a person). Up to is also the most frequent collocate of sidle in the British National

7. Clearly, this tells us something about the British undergraduate subculture as well as the meaning of
stagger: one would expect that the results for this verb would be rather different if the participants were
old age pensioners.

8. 'The association of stagger with home and from/out of the pub/bar, and of limp with off the pitch is very
strong, and appears to be giving rise to emergent new senses for these verbs: stagger is sometimes used
facetiously to refer to going home from a pub even when the walker has not consumed alcohol and is per-
fectly steady on his/her feet; and limp can be used in situations where a player abandons a game because
of injury, regardless of whether he or she is actually walking with a limp as they are leaving the pitch.

9. Miller and Charles (1991) observe a similar pattern in their data.
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Corpus, but it occurs in only 23% of the corpus sentences. Similarly, trudge + through
... snow was attested in 30% of the elicited sentences and only 3% of the sentences in the
BNG; for plod + on, the relevant figures are 30% and 17% respectively; for amble + along,
35% and 15%. These differences are not surprising: participants gave examples of what
they considered to be typical usage, while many of the BNC sentences come from literary
texts, and hence the language is rather recherché. The fact that elicited sentences exag-
gerate patterns found in the corpus suggests that speakers are aware of what is typical,
lending additional support to the idea that lexical representations include knowledge
about collocational patterns and semantic preferences.

5. Study?2

The purpose of the second study was to determine how well knowledge of typical colloca-
tions predicts performance on other tasks tapping semantic knowledge.

5.1 Method

60 first-year undergraduate students at the University of Sheffield participated in the ex-
periment. All were native speakers of English; none participated in Study 1.

The experiment consisted of three parts: a Definitions task, a Video Clips task, and a
Cloze task. The order of the tasks was counterbalanced across participants.

5.1.1  Definitions task

In the Definitions task, participants were given a list of the 18 verbs and their dictionary
definitions and asked to choose a verb that went with each definition. For example, for the
verb stride, participants were presented with one of the following definitions: “walk with
long, decisive steps in a specified direction” (New Oxford Dictionary of English), “walk
with long regular or measured paces, as in haste, etc” (Collins English Dictionary and The-
saurus), “walk with long steps, often because one is in a hurry” (Collins COBUILD English
Language Dictionary, slightly edited), or “walk somewhere quickly with long steps” (Cam-
bridge International Dictionary of English). Participants were told that the same verb could
be used more than once. There were four versions of the task, each containing definitions
from a different dictionary, with the definitions arranged in a different order in each ver-
sion. Each version was presented to a quarter of the participants. The task took about 5
minutes to complete. One full version of the test is given in Appendix A.

5.1.2 Cloze task

In the Cloze task, participants were presented with 18 sets of five sentences in which the
verb was replaced with a blank. They were told that all five sentences in a set contained the
same verb, and asked to guess what the verb was; again, the same verb could be used more
than once. The 18 verbs were printed at the top of each page. A sample test item is given in
(6) below; the complete test can be found in Appendix B. There were four versions of the
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test, each containing the same sentence sets in a different order. Each version was given to
one-quarter of the participants. The test took about 15 minutes to complete.

6) a. 1 up the stairs.
b. She through blinding snow.
c.  There was a stream of refugees up the valley towards the border.
d. He wearily along the path.
e. We along the muddy track to the top of the hill.?®

The sentences were drawn from examples of usage given in contemporary dictionaries.!!
They were thus ‘pre-processed, in the sense that they have been selected as typical usages
of the verb by the lexicographers who compiled the dictionary; and they are also likely
to have been slightly edited. Using such processed examples rather than a random set of
sentences from a corpus obviously makes the task of identifying the verb considerably
easier for the participants; but note that the purpose of this task was to determine how
much participants know about typical collocations, not how good they are at guessing
verb meanings using contextual information.

5.1.3 Video clips task

The Video Clips task involved matching the verbs to video clips depicting female actors
walking or running in a variety of indoor and outdoor settings (e.g. a car park, a lawn, a
formal garden, a large hall, and, for the verb scramble, a staircase). Participants were given
the following instructions:

You are about to see 18 short ‘films; each showing people walking or running in a particular
way (strutting, trudging, pacing, and so on). Choose the verb from the list below which best
describes the way they move and write it in the appropriate blank.

Each ‘film’ begins with a number and consists of three scenes, each showing the same
action. There are short pauses between scenes designed to give you time to think about
your answer. Your demonstrator will alert you when the scene begins by saying “This is 1A
(film 1, scene A), ‘This is 1B’ (film 1, scene B), and so on.

You can use the same verb more than once. Give only one answer for each film.

Each clip was about 10 seconds long, and there was a 20-second pause at the end of each
‘filmy’ during which participants wrote down their answers. The 18 verbs were printed at
the top of the answer sheet. The whole test took 18 minutes. All participants completed
the same version of the test.

10. The target verb for this set of sentences is trudge.

11. The sentences were taken from the following dictionaries: Cambridge International Dictionary of Eng-
lish, Casells Modern Guide to Synonyms and Related Words, Collins Cobuild English Language Dictionary,
Collins English Dictionary and Thesaurus {electronic edition), The Longman Lexicon of Contemporary Eng-
lish, New Oxford Dictionary of English, The New Shorter Oxford Dictionary on Historical Principles, and the
die.net Online Dictionary.
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Table 2. Proportion of target responses in each condition

Verb Cloze Definitions Video clips
march 98 95 98
bolt 93 82 82
pace 92 77 90
stagger 87 77 92
limp 80 70 92
hobble 77 50 83
prance 77 43 78
scramble 73 78 90
scurry 73 80 95
strut 67 60 82
trudge 60 67 62
slink 58 52 70
amble 52 42 43
stride 52 83 78
sidle 52 38 73
plod 42 58 53
saunter 42 33 25
swagger 37 52 72
Mean 67 63 75

5.2  Results and discussion

Table 2 gives information about the proportion of target responses for each verb in each
condition. The figures in the table suggest that some verbs (e.g. scurry and scramble) may
be easier to identify on the basis of referential information, while others (e.g. bolt) appear
to have more distinctive collocates. Overall performance was slightly better on the Video
Clips task (75% correct) than on the Definitions and Cloze tasks (63% and 67% respec-
tively). However, such differences are not very informative, since they are to a large extent
a direct consequence of the quality of the materials (the use of poor definitions or untypi-
cal examples would obviously depress performance on the relevant task) and the intrinsic
difficulty of the task (e.g. in the Cloze test, participants had to compare the subjects and
path and manner adjuncts in five sentences, which obviously places heavy demands on
working memory).

It is much more revealing to compare the correlations between individual partici-
pants’ scores on the three tasks. As shown in Table 3, performance on the Cloze test was
significantly correlated with performance on the other two tasks, but, surprisingly, there
is no significant relationship between performance on the Video Clips and Definitions
task.!? In other words, given a person’s Cloze score, one can predict their performance on

12. Note that the correlation coefficients are fairly low. This is probably due to the fact that the participants
only had partial knowledge of the meanings of the verbs, and therefore had to resort to guessing on some
trials; hence, the data are quite noisy. If the test contained more familiar verbs, one would expect higher



Words as constructions 217

Table 3. Correlations between performance on the three tasks

Tasks Pearson’s r p value
Definitions and Video Clips 0.15 0.243
Cloze and Definitions 0.37 0.005
Cloze and Video Clips 0.37 0.004

the other two tasks; but given the Definitions or Video Clips score, one can only predict
the Cloze score. Thus, the results appear to support the hypothesis that knowledge about
typical collocations is psychologically more basic.

6. Conclusion

I argued in this paper that relational words such as verbs are constructions, that is to say,
units which are complex at both semantic and phonological level. Viewing verbs in this
way allows us to give a unified account of how lexical knowledge is acquired and repre-
sented, and also helps to explain the otherwise puzzling fact that speakers are able to learn
the meanings of new words from purely linguistic contexts. I suggested that they might be
able to do this by memorising typical collocation patterns encountered in texts and gen-
eralising over them. Previous corpus-based work has shown that sets of near-synonyms
have distinct patterns of collocation and colligations (Atkins 1994; Atkins and Levin 1995;
Church et al. 1994; Divjak and Gries 2006; Gries and Divjak this volume), and that sub-
jective ratings of semantic similarity are inversely correlated with discriminability of sen-
tential contexts (Miller and Charles 1991). The two experiments described in this paper
confirm that speakers have very specific knowledge about the collocations and semantic
preferences of individual verbs — even very low frequency verbs which are acquired late
in development, which suggests that lexically specific learning continues well into adult-
hood. Such knowledge appears to be quite subtle, enabling speakers to distinguish be-
tween pairs of semantically very similar words such as amble and saunter, plod and trudge,
sidle and slink, and limp and hobble.
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Appendix A: Definition task (Version A)
Choose the word that best matches the definition and write it in the blank. You can use the same

verb more than once.

HOBBLE SAUNTER SCURRY SCRAMBLE STAGGER STRIDE SWAGGER BOLT
TRUDGE STRUT LIMP MARCH PACE PLOD PRANCE SIDLE SLINK AMBLE

L. : move hurriedly with small quick steps

2. : walk or more at a slow relaxed pace

3. : make one’s way quickly or awkwardly up a steep gradient or over rough
ground by using one’s hands as well as one’s feet

4. : walk in an awkward way, typically because of pain from injury

5. : walk with a stiff, erect, and apparently arrogant or conceited gait

6. : walk at a steady and consistent speed, especially without a particular
destination and as an expression of one’s anxiety or annoyance

7. : walk in a furtive, unobtrusive, or timid manner, especially sideways or
obliquely

8. : walk slowly and with heavy steps, typically because of exhaustion or
harsh conditions

9. : walk or move unsteadily, as if about to fall

10. : walk or behave in a very confident and typically arrogant or aggressive
way

11. : walk with long, decisive steps in a specified direction

12. : walk in a military manner with a regular measured tread

13. : walk with difficulty, typically because of a damaged or stiff leg or foot
14. : move smoothly and quietly with gliding steps, in a stealthy or sensuous
manner

1s. : walk doggedly and slowly with heavy steps

16. : walk in a slow relaxed manner, without hurry or effort

17. : move with high springy steps; walk or move around with ostentatious,

exaggerated movements
18. : run away suddenly out of control

Note: This version of the test contains definitions from the New Oxford Dictionary of English. The
target responses are as follows: 1, scurry; 2, amble; 3, scramble; 4, hobble; 5, strut; 6, pace; 7, sidle;
8, trudge; 9, stagger; 10, swagger; 11, stride; 12, march; 13, limp; 14, slink; 15, plod; 16, saunter; 17,
prance; 18, bolt.
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Appendix B: Sentence completion task (Version A)

Below are 18 sets of sentences from which the verb has been removed. The sentences in each set
originally contained one of the verbs from the list below. Can you guess what it is? Read all the sen-
tences in the box first, then write your answer in the first blank, and continue to the next set.

Note: The sentences may require different forms of the verb (e.g. amble, ambles, ambling, ambled).
You can use the same verb more than once.

AMBLE BOLT HOBBLE LIMP MARCH PACE PLOD PRANCE SAUNTER SCURRY
SIDLE SLINK SCRAMBLE STAGGER STRIDE STRUT SWAGGER TRUDGE

1. Missing verb =

The pig into the undergrowth.

Pedestrians for cover.

She about the house picking up her children’s toys where they had left them.
The mouse across the floor and disappeared through a hole in the wall.

The noise of the explosion sent the villagers back into their homes.

2. Missing verb =

The male bird in front of the female.

The winner forward to receive his prize.

This honour entitled her to in front of the marching band at football games.

A peacock was on the lawn.

The boys were around trying to get the attention of a group of girls who were nearby.

3. Missing verb =

He to his feet, swaying a little.

When he in, they thought he was drunk till they saw the knife in his back.

We managed to back up to the deck.

As we went into the bar, a drunken man out the door.

Every morning she would wake up at 7a.m. and half-awake into the bathroom to get
washed.

4. Missing verb =

I up the stairs.

She through blinding snow.

There was a stream of refugees up the valley towards the border.
He wearily along the path.

We along the muddy track to the top of the hill.

5. Missing verb =

1 round the country roads for an hour.

He into the foyer.

The pony down the lane.

He nonchalantly over to the phone.

She was just along, going nowhere in particular.
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AMBLE BOLT HOBBLE LIMP MARCH PACE PLOD PRANCE SAUNTER SCURRY
SIDLE SLINK SCRAMBLE STAGGER STRIDE STRUT SWAGGER TRUDGE

6. Missing verb =

He off during Saturday’s game.

The wounded soldier along the road.

Two of the dogs were badly.

Three minutes into the match, Jackson off the pitch with a serious ankle injury.
Leaning on the old fashioned ebony cane she across the floor.

7. Missing verb =

He was around on crutches.

He along as best he could.

The old man past them.

Civilians and soldiers with missing legs on crutches are a common sight.

The last time I saw Rachel she was around with a stick, having injured her ankle skiing.

8. Missing verb =

There were a lot of people waiting to aboard the small boat.

She up the hillside and over the rocks.

We were through the thick undergrowth when we suddenly came across a fast-flowing
stream.

As the burning plane landed, the terrified passengers for the door.

After waiting for over an hour, they madly to get the best seats.

9. Missing verb =

Members of the Royal British Legion past the Cenotaph.

They through Norway.

Play a band and they begin to .

The soldiers 90 miles in three days.

She into my office demanding to know why I hadn’t written my report.

10. Missing verb =

The pony was around the paddock.

She around the lounge impersonating her favourite pop stars.

When it was Vic’s turn, he about, lifting his knees high.

It’s pathetic to see fifty-year-old pop stars around on stage as if they were still teenagers.
I wish you children would settle down and stop about.

11. Missing verb =

He across the road.

He confidently across the hall.

He over the stream.

The soldiers across the street with bazookas on their shoulders.
Clipboard in hand, she purposefully up to the doors.

12. Missing verb =

We up and down in exasperation.

She began to round the office.

Alistair up and down nervously, waiting for word from the surgeon.

By the time I arrived at the station, my father was already up and down.

I hate to see animals up and down in their cages.
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AMBLE BOLT HOBBLE LIMP MARCH PACE PLOD PRANCE SAUNTER SCURRY
SIDLE SLINK SCRAMBLE STAGGER STRIDE STRUT SWAGGER TRUDGE

13. Missing verb =
The fox came through the bracken.

All the staff have off home.

I away to my room, to brood in front of the fire.

The dog out of the room with its tail between the legs.
He away into the night.

14. Missing verb =
Look at that Charlie down the street in his new suit!
The lord and his lady got up and out.

They into the room.
A group of young men about outside the bar.
He down the street after winning the fight.

15. Missing verb =

I up to her.

She stammered some apology as she towards the door.

A man up to me and asked if [ wanted a ticket for the match.

Tom over to the pretty girl in the bar and asked if he could buy her a drink.
She past him, pretending that she had not seen him.

16. Missing verb =

We back up the hill.

The old man along, hardly able to lift each foot.

We wearily up the road carrying our heavy sacks.

We through the mud.

Isn't it boring being a police officer, along the streets all day?

17. Missing verb =
Adam into the room.

All afternoon he up and down, looking at the shops and the people.
He was whistling as he along the beach.

He by, looking very pleased with himself.
The children down Sloane Street, loitering at the shop windows.

18. Missing verb =
She for the door.

Passengers clearly overheard his shouted warning to the control roomandtheyall __ into
the next carriage.

Frightened by the car horn, the horse .

He blindly towards his father’s fallen goat.

I was terrified that the horse would and I would not know how to stop it.

Target responses: 1, scurry; 2, strut; 3, stagger; 4, trudge; 5, amble; 6, limp; 7, hobble; 8, scramble;
9, march; 10, prance; 11, stride; 12, pace; 13, slink; 14, swagger; 15, sidle; 16, plod; 17, saunter; 18,
bolt.






Constructions and constructional meaning

Ronald W. Langacker

1. Introduction

Traditionally, a sharp distinction is drawn between an expression’s syntactic structure and
the lexical items it contains. The former constitutes its form, and the latter determines its
meaning. This neat division of labor was continued in the generative tradition (at least in
its early stages, e.g. Chomsky 1965), with its doctrine of autonomous syntax, the positing
of discrete components, and its view of lexical items as clearly delimited elements. One
issue that commonly arose in this perspective was whether a particular phenomenon was
best handled “in the syntax” or “in the lexicon™

That question loses its force in constructional approaches, including both Construc-
tion Grammar and Cognitive Grammar, which hold that lexicon and grammar form a
continuum of meaningful constructions (Fillmore 1988; Fillmore, Kay, and O’Connor
1988; Goldberg 1995; Michaelis and Lambrecht 1996; Croft 2001; Langacker 1987, 1991,
2000, 2005a). Nonetheless, a vestige of the question still lingers in the issue of whether
certain aspects of clausal meaning are ascribable to the predicate or are solely due to the
grammatical construction (Goldberg 1995; Langacker 2005b). The issue can only be re-
solved by considering a broad array of interrelated problems. My purpose here is to ex-
plore these in preliminary fashion and sketch a unified approach.

2. Categorization

Several major areas of cognitive linguistic investigation share the fundamental property
of using networks as a basic mode of representation. The networks in question consist of
conceptual structures linked by correspondences. In Construction Grammar, they take
the form of intersecting hierarchies of lexicogrammatical constructions. Cognitive Gram-
mar employs them for both category structure and the grammatical organization of ex-
pressions, characterized as assemblies of symbolic structures. Networks are further used
for representing mental space configurations and conceptual integration (Fauconnier
1985, 1997; Fauconnier and Sweetser 1996; Fauconnier and Turner 1998, 2002). As spe-
cial cases, conceptual integration (or blending) subsumes both metaphor and metonymy
(Lakoff and Johnson 1980; Lakoff 1987; Turner 1987; Kovecses and Radden 1998; Panther
and Radden 2004).
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A unified approach to these varied phenomena is, [ think, well justified. Of central
relevance here is a common feature of these different kinds of networks that is usually left
implicit despite its basic importance — namely, that the link between two structures in a
network is often asymmetrical. One aspect of their connection is an evident directionality,
whereby one structure has a certain cognitive priority vis-a-vis the other. In Construction
Grammar, the networks are described as “inheritance hierarchies”, where one structure
“inherits from” the other. In Cognitive Grammar, I speak of the “standard” and “target”
of categorization, and analyze grammatical constructions in terms of “component” and
“composite” structures. Metaphor is characterized as a mapping between a “source” do-
main and a “target” domain. Descriptive labels of the form “X for Y reflect the direction-
ality of metonymy. In conceptual integration, a “blend” is produced by projecting selected
elements from the “input” spaces. Finally, a basic dimension of mental space descriptions
is how the spaces are navigated, some providing “access” to others.

The directionality of a relationship has to be distinguished from the correspondences
defining it. Sometimes there is no apparent direction. In blending, for example, the input
spaces are connected to one another by correspondences, and both project to the blend,
but there need be no asymmetry between them. Likewise, in grammatical composition
the composite structure is accessed via the component structures, but neither of these is
necessarily accessed through the other. And while lexical senses are often related by ex-
tension with a clear direction, there are also cases where they seem to be equal in status.
For instance, if hot in the sense of ‘spicy’ represents an extension vis-a-vis the temperature
sense, it is not evident that the latter’s application to either an experiencer (I'm hot) or an
object (The plate is hot) has priority relative to the other.

Moreover, when a connection does exhibit directionality, the direction is not always
irreversible. Although the primary directionality in blending is that of input structures
projecting to the blend, it is also common for emergent features of a blend to be projected
back to an input. Thus the blend in (1), projected from spaces representing the Titanic and
American politics, is actually used as a comment on the latter. Another kind of example is
back formation, e.g. the verb belly-dance deriving from the compound belly-dancer. In the
original expression, belly-dancer represents the output, derived from belly and dancer in
accordance with the noun compounding construction. But in the back-forming process,
belly-dancer is one of the inputs, along with the suffix -er and the derivational construction
for combining it with verbs. Running this in reverse, so to speak, yields the verb belly-
dance as output.

(1) If Clinton were the Titanic, the iceberg would sink.

In Figure 1(a), I represent the link between two structures, labeled X and Y. Dotted
lines are correspondences, and a wedge indicates directionality. Diagram (b) shows an
abbreviatory notation, where X and Y are merely labeled (rather than characterized), and
correspondences are omitted. The arrow represents both the fact that X and Y are con-
nected and the direction of their linkage.

Many instances of directed linkage are reasonably described psychologically in terms
of X being used as a basis for apprehending Y. With respect to metaphor, it is often said
that the source domain is used to understand the target domain. Categorization is likewise
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Figure 1. Notations for directed linkage

a matter of apprehending the target in a particular way as specified by the standard. In
such cases I will say that Y is apprehended ds X. This is a very general psychological phe-
nomenon, something we engage in at every moment of our waking lives — we can’t help
it, and we can’t function otherwise.! It happens when you see your mother and recognize
her ds your mother. It happens when you hold a pen and recognize it ds a pen. It happens
when you are hungry and experience it ds being hungry. It happens when you hear an
English word and apprehend it ds that word (rather than just noise). In the broadest sense,
it is simply a matter of activating established cognitive routines in dealing with current
experience.

Crucially, it is not the case that apprehending Y as X is merely the sum of X and Y.
Hearing an utterance of viagra s the word viagra is not reducible to the separate mental
experiences of activating the stored acoustic image of that word plus hearing a stretch of
raw, unanalyzed sound. At the very least, these experiences have to be coordinated as facets
of a single, more complex experience in which the former is applied to the latter and used
to interpret it. Generally this interpretive function serves to partially constitute the target,
which can thus be recognized on the basis of only partial or degraded input. Probably you
will recognize your mother if you only catch a glimpse of her under poor lighting condi-
tions. Moreover, apprehension 4s commonly produces emergent properties. This is evident
in the case of metaphor, where using the source domain to understand the target domain
results in metaphorical entailments. If we understand a theory 4s a building, we can rea-
son to the conclusion that too many ad hoc additions - tacked on in cantilevered fashion
instead of rising directly from the foundations — might cause it to collapse.

From X and Y alone, therefore, the overall experience of apprehending Y 4s X is not
strictly predictable, owing to emergent properties as well as the possibility of being shaped
by other inputs. Referring to X as the standard (S), and Y as the target (T), we can say that
S and T contribute to the overall experience without being exhaustive of it. A full charac-
terization must also include the details of their relationship and any other structures or
properties that emerge.

We can distinguish several basic types of apprehension 4s. One type is full recognition:
the standard is fully manifested in the target with no significant distortion. For instance,
you see a familiar face and it appears just as it always does. The standard and target are
not equivalent: because S is a stored structure abstracted from previous experiences, T is

1. This is something so basic and fundamental that we need a convenient means of referring to it. The
term I adopt here is as, pronounced with full stress and written with an accent: ds. This forms the basis for
locutions like apprehension ds, understand ds, recognize ds, etc.



228 Ronald W. Langacker

(2) Full Recognition (c) Complex Recognition
Elaborative

(b) Partial Recognition
(i) Contrastive (ii) Subtractive (iii) Augmentative
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Figure 2. Kinds of recognition

usually more elaborate, i.e. specified in finer-grained detail. Still, matching the standard
against the target reveals no discrepancy. Indeed, since S is fully and straightforwardly
manifested in T, it is immanent in T, i.e. it “lies within” it. The cognitive processing which
constitutes S is inherent in the more elaborate processing which constitutes T. As a con-
sequence, full recognition engenders no awareness of anything other than T. The result of
apprehending T ds S - the overall experience residing in their coordinated activation -
does not involve any content distinct from T. Since S fully meshes with T, and T is the
structure being apprehended, S is effectively transparent.

This is hard to diagram, but I have made an attempt in Figure 2(a). As the structure
being assessed, T is in the foreground, as indicated by the solid-line circle. As the basis for
assessment, S is in the background, hence the dashed-line circle. S is wholly subsumed in
T. Moreover, S is roughly coextensive with T in terms of the elements they invoke - the dif-
ference is not in their “coverage” but in their granularity (degree of specificity). I have tried
to indicate this with the arrows from S to T, representing an elaborative relationship.

We can speak of partial recognition in cases where there is some conflict between the
standard and target; i.e. T matches S only when certain specifications of S are suspended.
Apprehending T s S therefore involves some strain or tension. An example is recogniz-
ing a person you haven't seen for many years — you recognize the face despite the effort or
uncertainty caused by the age-altered features. With partial recognition, the conflict be-
tween S and T engenders an awareness of more than just T. Since the standard is not fully
immanent in the target, its occurrence as part of the overall experience is not transparent:
the discrepancy registered when S is compared to T constitutes an additional aspect of
this experience.

With partial recognition, S and T can be related in various ways, sketched in Fig-
ure 2(b). The relationship can be contrastive: their content is basically the same, except

2. This could better be shown in a three-dimensional diagram, where S would be directly above T in a
separate plane.
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that they make inconsistent specifications with respect to certain features. For instance,
your mother dyes her hair and you recognize her despite the difference in color. The re-
lationship can also be subtractive, in the sense that an element of S is missing in T. For
example, if you see a cat which lacks a tail you can still see it 4s a cat. The perception that
something is missing resides precisely in the configuration shown: T is in the foreground,
S in the background; when § is mapped onto T, they roughly coincide in terms of their
coverage; however, some element of S has nothing to map onto.

An augmentative relation is more complex. The term is meant to indicate that some
facet of S which T lacks is mapped onto it nonetheless. Instead of remaining in the back-
ground, as a virtual or missing element, it is projected onto the target to produce a new,
augmented target T'. This is the hallmark of constitutive metaphor, where mapped features
of the source domain are not perceived as being missing from the target, but rather as
partially constituting the target. For example, we metaphorically construe a computer as
a person by projecting onto it a mind, a will, and certain personality traits. It is not that
we think of the computer as lacking these human properties — quite the contrary. It is by
virtue of imbuing a computer with these traits that we describe it as being stubborn, capri-
cious, or vindictive.

Finally, we can speak of complex recognition in cases where multiple standards are in-
voked for apprehending a single overall target. Each standard (S, S,, ...) is used to assess
some facet of the target, as shown in Figure 2(c). The facets of T they assess (T, T, ...) can
be disjoint, overlapping, or coincident, and may or may not be exhaustive of T. An exam-
ple of their being disjoint would be seeing a knife, fork, and spoon lying side by side. Col-
lectively they constitute a single overall target — we apprehend them as a functional unit,
the utensils that go with one place at the table. But at the same time we recognize them
individually 4s a knife, a fork, and a spoon. An example where T, and T, overlap would be
a single utensil with prongs at one end of the shaft and the bowl of a spoon at the other. We
recognize both a fork and a spoon, but the two overlap in the target. An example of T} and
T, coinciding is a spoon-like implement where instead of being rounded, the end of the
bowl has prong-like projections. (Appropriately, this is sometimes called a spork.)

An instance of complex recognition is thus resclvable into a number of component
relationships, in each of which a standard (S) is applied to some facet (T,) of the global
target (T). The global target can be thought of as an augmentation with respect to each lo-
cal target, T.. In principle, each component relationship can represent any of the types of
recognition previously described.

In Figure 2, the spatial overlap of circles and ellipses represents shared conceptual
content, while labels (S, T, etc.) indicate function. Directionality is implied by these func-
tions but not explicitly shown. For analytical purposes it is helpful to adopt a network
representation, as in Figure 3. Each node in the network is labeled for its function, and
the arrows connecting them specify directionality. With this notation there is no explicit
indication that the linked structures share conceptual content.

In augmentative recognition, features of the standard are projected onto the target,
producing an augmented target (T") as the object of awareness. The arrow from S to T
reflects S being applied to T in order to interpret it. The other two arrows indicate that
both S and T contribute to T', and in that sense have conceptual priority. With respect to
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(a) Partial Recognition (b) Partial Recognition

Augmentative Non- Augmentative
O2O=20 OO0
(c) Complex Recognition
O ON

Figure 3. Network notation for types of recognition

Figure 4. Categorization compared to blending

augmentative recognition, the non-augmentative varieties (contrastive and subtractive)
represent the special case obtained by collapsing T and T'. It is the case where S and T
remain distinct in terms of their roles, i.e. no features are projected from S onto T. Hence
a separate target, T', fails to emerge. Complex recognition can also be viewed as a special
case of augmentative recognition: the case where two judgments have the same augment-
ed target, T. Since the component targets T, and T, are both facets of T, the latter amounts
to an augmentation relative to each.

Augmentative recognition is itself an instance of blending. S and T are input spaces,
and elements of each project to the blend, T'. This is shown in Figure 4(a), using the four-
space model of Fauconnier and Turner (1998, 2002). The fourth structure, labeled G, is
what they call the generic space. It represents the abstracted features shared by S and T.
In Cognitive Grammar terms, it amounts to a schema, which both S and T elaborate. The
solid arrows connecting G to S and T indicate these elaborative relationships.

The upper portion of Figure 4(a) is equivalent to diagram (b), used in Cognitive
Grammar to represent an aspect of categorization, namely extension from a prototype.
There has to be some basis for extension, something common to the standard and target
which enables the latter to activate the former as the categorizing structure. This abstract-
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ed commonality is a schema which the prototype and extension both instantiate. A dashed
arrow connects the prototype and the schema to indicate that the schema emerges from
the prototype, being induced by the process of extension. Categorization requires that the
standard be recognized in the target. In the case of extension, where there is a conflict in
specifications, a match is achieved only when certain specifications of § are suspended. It
is the suspension of these discordant features that gives rise to the schema, which is fully
recognizable in T. In sum, categorizing judgments involving extension amount to partial
recognition. They may or may not result in a blend, T', obtained by projecting features of
the prototype onto the target structure. Diagram (b) is neutral as to whether the partial
recognition is augmentative (where T' emerges) or non-augmentative (either contrastive
or subtractive).

If categorization by prototype amounts to partial recognition, categorization by sche-
ma amounts to full recognition, shown in Figure 4(c). The solid arrow indicates an elabo-
rative relationship, where S is immanent in T. The configuration of diagram (c) can be seen
as a special case of that in (a): it results when S is identical to G, i.e. no features of S need be
suspended in order to arrive at a structure that fully matches T (S itself fully matches it). A
consequence of S being fully subsumed in T is that a blended structure, T', cannot emerge.
Any features that might be projected from S are already part of T, so T and T' cannot be
distinct. In other words, full recognition is the special case of partial recognition where S
collapses with G, with the consequence that T collapses with T'.

In this section I have sketched a unified account of various phenomena that are often
considered separately. As previously (Langacker 1987: Ch. 10), I have attempted the inte-
gration of categorization by prototype and categorization by schema. [ have related cat-
egorization to the general psychological phenomenon of recognition, or apprehension és.
Indeed, any attempt to distinguish them might prove arbitrary. This general phenomenon
is in turn assimilated to mental space configurations. It represents the special case where
one structure is applied to another in order to interpret it, thus giving rise to the standard/
target asymmetry. When features of S are projected onto T, it also qualifies as blending (al-
though blending does not necessarily involve S/T asymmetry). And among the instances
of apprehension 4s with blending are those we recognize as metaphor.

3. Composition

Grammatical composition is an integral part of this unified picture. A basic idea of Cog-
nitive Grammar (henceforth CG) is that composition is a complex sort of categorization
(Langacker 1987:12.2). A grammatical construction is characterized in CG as an assembly
of symbolic structures linked by correspondences and categorizing relationships. Because
the symbolic structures qualify as mental spaces, it is also a mental space configuration. A
construction can further be described in terms of blending, where the component struc-
tures function as input spaces, and the composite structure as the blend.
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Figure 5. Constructions

Shown in Figure 5(a) is a typical CG representation of a canonical construction.’ The
component structures are on and the table, and the composite structure is the preposition-
al phrase on the table. The component structures are connected (or integrated) through a
correspondence equating the preposition’s schematic landmark with the nominal profile.
A solid arrow indicates that the nominal bears an elaborative relationship to the landmark
(the preposition’s elaboration site, marked by hatching). All the essential content of both
components projects to the composite structure, which profiles the same relationship as

the preposition. The preposition is thus the profile determinant (or head), as indicated by
the heavy-line box enclosing it. The categorizing relationship between component and
composite structures is one of elaboration in the case of on, extension in the case of table.
Because they agree in profiling, on is schematic vis-a-vis on the table. With respect to table,
on the other hand, on the table is an extension because they disagree in profiling.
Clearly, a construction like Figure 5(a) is an instance of complex recognition, as shown
in diagram (b). The component structures function as the standards, S, and S,, and the

3. I'will ignore elements like articles and tense, since our main concern is lexical content.
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Figure 6. Composition

composite structure as the overall target, T. Dashed-line boxes indicate those facets of T
which S, and S, serve to recognize, i.e. the local targets T, and T,. In this example, T, co-
incides with T: S| has full coverage in T, in that it schematically represents all the essential
elements of the composite conception. By contrast, S, projects to just a portion of T (the
relational landmark). So while S, contributes to the apprehension of T, with respect to T,
the latter constitutes an augmentation.

A general scheme for composition is given in Figure 6{(a). A and B represent the con-
ceptual content of the two component structures. A' and B' represent the manifestations
of A and B within T - their local targets of recognition. Relative to A and B, A" and B' are
usually elaborated and sometimes distorted. C represents any further content, i.e. any por-
tion of T not subsumed by A’ or B'. In diagram (b) I give a simplified representation, which
does not specifically indicate the local targets. The only arrows shown reflect the role of A
and B in apprehending the overall target T.

The component structures should not be thought of as building blocks, but as step-
ping stones providing access to the composite conception. Rather than fully constituting
the composite structure, they are better described as evoking it and imposing a particular
way of apprehending it. For this reason I characterize their relationship in terms of cat-
egorization. But I also speak of categorization for the relation between the two component
structures. In Figure 5(a), for example, the arrow indicates an elaborative relation between
on (specifically, its landmark) and the table. It is unproblematic for a single structure (in
this case the table) to serve simultaneously as the target in one categorizing relationship
(vis-a-vis the other component) and the standard in another (vis-a-vis the composite
structure). Notions like standard and target refer to functions rather than to structures per
se. Hence the same structure can function in either capacity, or in both capacities when it
participates simultaneously in multiple categorizing relationships.

It may seem peculiar to say (with respect to their semantic poles) that on categorizes
the table in the expression on the table. Formulated more precisely, however, the notion
is fairly straightforward. It is merely being said that the preposition participates in the
nominal’s recognition (categorization in the broadest sense), and does so via a particular
element, namely its schematic landmark (the elaboration site). In the phrase on the table,

4. This is comparable to the composite structure at one level of organization functioning as component
structure at a higher level. Or for the same nominal referent to function simultaneously as the trajector of
one profiled relationship and the landmark of another.
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(a) Profile Determinance (b) Agentive Nominalization

Figure 7. Profile determinance and derivation

the table is apprehended as the relational landmark, hence as a thing with certain proper-
ties (e.g. prototypically it has a surface).

But there is also a sense in which the preposition as a whole categorizes the object
nominal. The preposition is the profile determinant, the component structure whose pro-
file is inherited at the composite structure level. It can be described as projecting its rela-
tional profile onto the nominal, resulting in its content being apprehended 4s a relation-
ship. The construction can thus be characterized as augmentative recognition, where on
is the standard (S), the table is the target (T), and on the table is the augmented target (T).
Hence the construction has the configuration shown in Figure 3(a) and the lower portion
of Figure 4(a). The composite structure T' blends the content of the components, S and T,
which are asymmetrically connected in that S imposes its organization on T rather than
conversely.

A construction of this sort is abstractly represented in Figure 7(a). For diagrammatic
convenience, [ am using capital letters (A, B, C, etc.) for conceptual content, and boxes
labeled with lower case letters (x and y) for specifications pertaining to construal, notably
profiling and trajector/landmark alignment. The diagram indicates that the augmented
target T' inherits the content of both S and T, and construes it in the manner specified by
S. Since the content and construal of S are both fully manifested in T', their relationship is
elaborative (hence the solid arrow). Diagram (a) is a general representation of canonical
constructions in which one component structure (S) functions as profile determinant. A
specific example is on the table, shown in Figure 5(a).

A special case of profile determinance is derivation effecting a change of category. A
stock example is the agentive suffix -er, which derives a noun from the verb stem it attach-
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es to: teacher, complainer, lecturer, etc. As shown in diagram (b), -er evokes a schematic
process as its base, within which it profiles the agentive participant. Elaborating this sche-
matic process is the specific process profiled by the verb. And since -er is the profile deter-
minant, the composite expression is a noun which designates the agent in that process.

Viewed in general terms, derivational constructions represent the configuration in
Figure 7(c), which differs only slightly from 7(a). The primary difference between them is
the solid arrow connecting A and B in diagram (c). It reflects the special property distin-
guishing derivation from other cases of profile determinance: the derivational element’s
schematic elaboration site - the substructure which corresponds to the profile of the other
component — is exhaustive of its content. In terms of its semantic content, therefore, the
derivational element as a whole is schematic vis-a-vis the other component structure. Its
semantic contribution is limited to the profiling it imposes on the content supplied by the
other component. The derivational element makes no independent contribution to the
composite expression’s content, precisely because A is immanent in B, hence totally sub-
sumed by it. Thus the composite structure comprises the content of one component (B)
construed with the profiling of the other (x).

Derivation would seem to be a clear instance of one component structure being used
to apprehend the other. It is even clearer in examples of event nominalization, e.g. occur
--> occurrence, where the entire verbal process is reified and profiled as an abstract thing.
A noun like occurrence is straightforwardly described as a process being apprehended s
a thing. Constructions approximate this configuration to varying degrees. Derivation can
thus be regarded as the limiting case where recognition 4s represents a construction’s sole
function. More broadly, as indicated in Figure 7(a), profile determinance can be character-
ized in terms of augmentative recognition being superimposed on the complex recogni-
tion known as composition.

Thus categorization (in the broad sense of recognition &s) is equally characteristic of
syntagmatic and paradigmatic relations. It is normally thought of as pertaining just to the
latter. Whereas syntagmatic relations hold among the elements of complex expressions - a
matter of how they combine syntactically with one another - paradigmatic relations hold
among a category and its members, which function as alternatives to fill a given slot in a
syntagmatic sequence. By contrast, CG views the syntagmatic and paradigmatic dimen-
sions as overlapping and often non-distinguishable. They are seen as facets of the same
global networks of directional relationships, where one structure motivates another or
provides a means of apprehending it. A particular expression is motivated by relationships
in both dimensions.

This blurring (or erasure) of the boundary between syntagmatic and paradigmatic
relations follows from the notion of constructional meaning, especially as established by
Goldberg (1995) in her seminal work. Goldberg showed quite clearly that constructions
are independently meaningful. This is particularly evident in cases where an essential as-
pect of an expression’s conceptual content is not inherited from the lexical items it con-
tains. The verb clear, for example, does not intrinsically evoke the notion of a change
of possession. Thus (2)a does not suggest that anyone else gains access to the desk by
virtue of her clearing it. In (2)b, however, the recipient (him) does gain access to the entity
cleared (a place to work at her desk). This is not due to the conventionalized meaning of
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Figure 8. Instantiation of constructional schema

clear itself, but rather to its non-conventional use in the ditransitive construction. It is the
construction, which includes it as part of its prototypical meaning, that contributes the
notion of the recipient gaining access to the secondary object.

(2) a. Shecleared her desk.
b.  She cleared him a place to work at her desk.

In CG, grammatical patterns take the form of constructional schemas, i.e. schematized
symbolic assemblies representing the abstracted commonality of instantiating expres-
sions. Apart from their level of specificity, constructional schemas are precisely analogous
to these expressions, consisting of component and composite structures linked by cor-
respondences and categorizations. Those directional links are internal to a constructional
schema, mirroring the ones internal to specific expressions which instantiate the schema.
At the same time, the schema serves to categorize such expressions - to say that an expres-
sion represents a particular construction is to say that it is apprehended as an instance of
it. We must therefore posit categorizing relationships at two levels of organization: those
internal to a constructional schema or an instantiating expression, and those which hold
between the schema and the expression.

Let us confine our attention to the simplest case, where the expression faithfully re-
flects the schema, and where the composite structure inherits all of its content from the
component structures.® The expression’s categorization by the schema is then as shown
in Figure 8. Unlike in previous diagrams, the difference between rectangles and closed
curves (or boxes with rounded corners) is significant: the former indicate entrenched lin-
guistic units, and the latter, structures which lack unit status. The constructional schema is
shown on the left, the target expression on the right. Being an established unit, the schema
is enclosed by a rectangle, as are the structures forming it. The overall expression, on the
other hand, may well be novel, even if its components happen to be units (as indicated).

5. Usually the composite structure has content not inherited from either component. Instead of A'B, this
structure would then be given as A'B'C, where C represents the additional content (cf. Figure 6).
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Internally, the constructional schema specifies two component structures, with con-
tent A and B, both used to apprehend the composite conception, AB. The line connect-
ing A and B stands for their integration: the correspondences and categorizations which
specify the details of their combination to yield the composite structure. Within the ex-
pression, the component structures A' and B’ are integrated in the manner specified by
the schema. The composite structure A'B' is therefore related to A"and B' in the same way
that AB is related to A and B. Solid arrows indicate the expression’s categorization by the
schema, i.e. its recognition 4s an instance of the construction. Globally, the expression (T)
bears an elaborative relationship to the schema (S); hence the schema is immanent in the
expression. This global relationship decomposes into several local ones: A, B, and AB are
respectively elaborated by A', B', and A'B".

The relationships internal to either the schema or the expression are syntagmatic,
for they specify how simpler structures combine to form one of greater complexity. On
the other hand, the external relationships would generally be regarded as paradigmatic:
they hold between a class and the members of that class. The constructional schema as
a whole defines a class of expressions. In local terms, A and B may themselves represent
constructions, but they can also be lexical classes. A, for instance, might be schematic for
the class of adjectives, and B for the class of nouns, the construction specifying a noun’s
modification by an adjective. A’ would then be a specific lexical adjective, and B' a lexical
noun. Even though both A’ and B' are established conventional units, the combination
A'B’ could well be novel.

I am suggesting, however, that any sharp distinction between syntagmatic and para-
digmatic relationships would be artificial. I have already pointed out that relationships in
both dimensions are cases of apprehension as. I have further reiterated Goldberg’s impor-
tant observation that constructions are independently meaningful, and are often respon-
sible for aspects of an expression’s meaning which are not contributed by any component
element. In examples like (2)b, a construction’s semantic contribution is made visible by
choosing a lexical item (clear) whose conventional meaning would not itself qualify it for
use in the construction (ditransitive). There are also constructions whose semantic con-
tribution is evident because they systematically specify meaning elements not inherited
from either component structure. An example would be a possessive construction where
the possessor and possessed are simply juxtaposed, with no morphological element (like
English ) to symbolize the possessive relationship.® But even when the composite struc-
ture inherits all of its content from the components, the construction itself still makes an
independent semantic contribution. In Figure 8, it is represented by the line connecting
A and B: the constructional schema specifies how the content supplied by the compo-
nent structures is integrated to form the composite structure. Since a different composite
meaning emerges depending on how the components are integrated {e.g. through alter-
nate correspondences or the imposition of alternate profiles), this information - generally
not supplied by the components themselves - is crucial (Langacker 2003).

6. In such cases, the constructional schema itself specifies the additional meaning element at the com-
posite structure level: if A and B are the component structures, the composite structure is ABC.
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If we define component structures as those out of which a composite structure is as-
sembled (in cases of full compositionality), it would therefore be arbitrary to exclude the
constructional schema (even in terms of conceptual content). In Figure 8, the component
structures contributing to the composite conception A'B' include the constructional sche-
ma shown on the left, as well as A" and B'. All of these structures are evoked by way of ap-
prehending the composite conception. Diagrammatically, this is reflected in the direction
of the arrows. No matter where one starts, the paths defined by the arrows all converge on
A'B, the ultimate target within this multidimensional symbolic assembly.

4. Lexical description

If the same complex expression is used repeatedly, to the point of being entrenched in the
minds of speakers and conventional in a speech community, it becomes a lexical item (de-
fined in CG as any fixed expression). All the structures in Figure 8 then have the status of
units, as shown in Figure 9(a). These conventional units include the composite conception
A'B), the target expression overall (T), and the expression’s categorization by the construc-
tional schema (S). An example is a word like l