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Preface

The nature of this book

This book represents a general introduction to the area of theoretical linguis-
tics known as cognitive linguistics. It consists of three main parts. Part I pro-
vides an overview of some of the main aims, assumptions and commitments of
the cognitive linguistics enterprise, and provides an indicative sketch of some
of the descriptive analyses and theoretical positions that are representative of
cognitive linguistics. The next two parts focus on the two best-developed
research frameworks in cognitive linguistics: cognitive semantics (Part IT), and
cognitive approaches to grammar (Part III). Although some cognitive linguists
(notably Langacker) have extended their theories to account for phonology as
well as meaning and grammar, we will be mainly concerned with meaning and
grammar in this book, and will have little to say about phonology. In part, this
reflects the fact that phonology has received relatively little attention within
cognitive linguistics (although this situation is changing), and in part this
reflects our own interests.

Who is this book for?

Our aim has been to provide a reasonably comprehensive general introduction
to cognitive linguistics that is accessible enough for undergraduate students at
the university level, while also serving as a work of reference both for linguists
and for scholars from neighbouring disciplines. While striving for accessibility,
we have also retained considerable detail (including relevant citations in the
running text), so that readers (including research students and professional lin-
guists unfamiliar with cognitive linguistics, as well as interested readers from

Xix
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neighbouring disciplines), are provided with a route into the primary literature.
In selecting the material presented, and in the presentation itself, we have
attempted to provide as balanced a perspective as possible. However, cognitive
linguistics represents a collection of approaches rather than a unified theoret-
ical framework, and different authors often take quite distinct positions on
similar phenomena, sometimes relying on distinct terminology. It follows that
what we present here under the name of ‘cognitive linguistics’ should be
understood as a presentation of the cognitive approach ‘as we see it’.

Using the book

We have designed the book so that, in general terms, each chapter builds on
preceding chapters. In particular, our decision to present the material on cog-
nitive semantics (Part II) before the material on cognitive approaches to
grammar (Part III) reflects the fact that cognitive grammarians assume much
of what has been established by cognitive semanticists in developing their
approaches. However, because different readers and course tutors will need to
use the book in ways tailored to their specific objectives, we have attempted to
make Part IT and Part III of the book relatively independent so that they can be
used for separate courses. The book has sufficient coverage to provide the basis
for a number of different courses. We outline below suggestions for ‘routes’
through the book for three different types of course, assuming 12 teaching
weeks at the rate of one chapter per week. Of course, these suggestions can be
adjusted depending on teaching time available, level of course and so on. The
suggestions made here reflect undergraduate courses taught at the University
of Sussex, where this textbook was piloted prior to publication.

Vyvyan Evans and Melanie Green
Linguistics and English Language Department
University of Sussex

March 2005
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Part I: Overview of the cognitive
linguistics enterprise






Introduction

Cognitive linguistics is a modern school of linguistic thought that originally
emerged in the early 1970s out of dissatisfaction with formal approaches to lan-
guage. Cognitive linguistics is also firmly rooted in the emergence of modern
cognitive science in the 1960s and 1970s, particularly in work relating to human
categorisation, and in earlier traditions such as Gestalt psychology. Early
research was dominated in the 1970s and 1980s by a relatively small number of
scholars. By the early 1990s, there was a growing proliferation of research in
this area, and of researchers who identified themselves as ‘cognitive linguists’.
In 1989/90, the International Cognitive Linguistics Society was established,
together with the journal Cognitive Linguistics. In the words of the eminent
cognitive linguist Ronald Langacker ([1991] 2002: xv), this ‘marked the birth
of cognitive linguistics as a broadly grounded, self conscious intellectual
movement’.

Cognitive linguistics is described as a ‘movement’ or an ‘enterprise’ because
it is not a specific theory. Instead, it is an approach that has adopted a common
set of guiding principles, assumptions and perspectives which have led to a
diverse range of complementary, overlapping (and sometimes competing) the-
ories. For this reason, Part I of this book is concerned with providing a ‘char-
acter sketch’ of the most fundamental assumptions and commitments that
characterise the enterprise as we see it.

In order to accomplish this, we map out the cognitive linguistics enterprise
from a number of perspectives, beginning with the most general perspective
and gradually focusing in on more specific issues and areas. The aim of Part I
is to provide a number of distinct but complementary angles from which
the nature and character of cognitive linguistics can be understood. We also
draw comparisons with Generative Grammar along the way, in order to set the
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cognitive approach within a broader context and to identify how it departs from
this other well known model of language.

In Chapter 1, we begin by looking at language in general and at linguistics,
the scientific study of language. By answering the question ‘What does it mean
to know a language?’ from the perspective of cognitive linguistics, we provide
an introductory insight into the enterprise. The second chapter is more spe-
cific and explicitly examines the two commitments that guide research in
cognitive linguistics: the ‘Generalisation Commitment’ and the ‘Cognitive
Commitment’. We also consider the notion of embodied cognition, and the
philosophical doctrine of experiential realism, both of which are central to the
enterprise. We also introduce the two main approaches to the study of language
and the mind adopted by cognitive linguists: cognitive semantics and cognitive
(approaches to) grammar, which serve as the focus for Part II and Part III of
the book, respectively.

Chapter 3 addresses the issue of linguistic universals and cross-linguistic
variation. By examining how cognitive linguists approach such issues, we begin
to get a feel for how cognitive linguistics works in practice. We explore the idea
of linguistic universals from typological, formal and cognitive perspectives,
and look in detail at patterns of similarity and variation in human language,
illustrating with an investigation of how language and language-users encode
and conceptualise the domains of SPACE and TIME. Finally, we address the
Sapir-Whorf hypothesis: the idea that language can influence non-linguistic
thought, and examine the status of this idea from the perspective of cognitive
linguistics.

In Chapter 4 we focus on the usage-based approach adopted by cognitive lin-
guistic theories. In particular, we examine how representative usage-based the-
ories attempt to explain knowledge of language, language change and child
language acquisition. Finally, we explore how the emphasis on situated lan-
guage use and context gives rise to new theories of human language that, for
the first time, provide a significant challenge to formal theories of language.




What does it mean to know a language!?

Cognitive linguists, like other linguists, study language for its own sake; they
attempt to describe and account for its systematicity, its structure, the
functions it serves and how these functions are realised by the language
system. However, an important reason behind why cognitive linguists study
language stems from the assumption that language reflects patterns of thought.
Therefore, to study language from this perspective is to study patterns of
conceptualisation. Language offers a window into cognitive function, pro-
viding insights into the nature, structure and organisation of thoughts and
ideas. The most important way in which cognitive linguistics differs from other
approaches to the study of language, then, is that language is assumed to reflect
certain fundamental properties and design features of the human mind. As we
will see throughout this book, this assumption has far-reaching implications for
the scope, methodology and models developed within the cognitive linguistic
enterprise. Not least, an important criterion for judging a model of language is
whether the model is psychologically plausible.

Cognitive linguistics is a relatively new school of linguistics, and one of the
most innovative and exciting approaches to the study of language and thought
that has emerged within the modern field of interdisciplinary study known as
cognitive science. In this chapter we will begin to get a feel for the issues and
concerns of practising cognitive linguists. We will do so by attempting to answer
the following question: what does it mean to know a language? The way we
approach the question and the answer we come up with will reveal a lot about
the approach, perspective and assumptions of cognitive linguists. Moreover, the
view of language that we will finish with is quite different from the view
suggested by other linguistic frameworks. As we will see throughout this book,
particularly in the comparative chapters at the ends of Part I and Part I1I, the

5
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answer to the title of this chapter will provide a significant challenge to some of
these approaches. The cognitive approach also offers exciting glimpses into
hitherto hidden aspects of the human mind, human experience and, conse-
quently, what it is to be human.

1.1 What is language for?

We take language for granted, yet we rely upon it throughout our lives in order
to perform a range of functions. Imagine how you would accomplish all the
things you might do, even in a single day, without language: buying an item in
a shop, providing or requesting information, passing the time of day, express-
ing an opinion, declaring undying love, agreeing or disagreeing, signalling dis-
pleasure or happiness, arguing, insulting someone, and so on. Imagine how
other forms of behaviour would be accomplished in the absence of language:
rituals like marriage, business meetings, using the Internet, the telephone, and
so forth. While we could conceivably accomplish some of these things without
language (a marriage ceremony, perhaps?), it is less clear how, in the absence of
telepathy, making a telephone call or sending an e-mail could be achieved.

In almost all the situations in which we find ourselves, language allows quick
and effective expression, and provides a well developed means of encoding and
transmitting complex and subtle ideas. In fact, these notions of encoding and
transmitting turn out to be important, as they relate to two key functions asso-
ciated with language, the symbolic function and the interactive function.

I.1.1 The symbolic function of language

One crucial function of language is to express thoughts and ideas. That is, lan-
guage encodes and externalises our thoughts. The way language does this is by
using symbols. Symbols are ‘bits of language’. These might be meaningful
subparts of words (for example, dis- as in distaste), whole words (for example,
cat, run, tomorrow), or ‘strings’ of words (for example, He couldn’t write a pop
Jingle let alone a whole musical). These symbols consist of forms, which may be
spoken, written or signed, and meanings with which the forms are conven-
tionally paired. In fact, a symbol is better referred to as a symbolic assembly,
as it consists of two parts that are conventionally associated (Langacker 1987).
In other words, this symbolic assembly is a form-meaning pairing.

A form can be a sound, as in [kaet]. (Here, the speech sounds are represented
by symbols from the International Phonetic Alphabet.) A form might be the
orthographic representation that we see on the written page: cat, or a signed
gesture in a sign language. A meaning is the conventional ideational or seman-
tic content associated with the symbol. A symbolic assembly of form and
meaning is represented in Figure 1.1.

6
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[Keet]

Figure 1.1 A symbolic assembly of form and meaning

»  Linguistic

Percept(ion) » Concept(ion) .
meaning
h
The world
. ! Form
out there

Figure 1.2 Levels of representation

It is important to make it clear that the image of the cat in Figure 1.1 is
intended to represent not a particular referent in the world, but the idea of a
cat. That is, the image represents the meaning conventionally paired with the
form pronounced in English as [keet]. The meaning associated with a linguis-
tic symbol is linked to a particular mental representation termed a concept.
Concepts, in turn, derive from percepts. For instance, consider a piece of fruit
like a pear. Different parts of the brain perceive its shape, colour, texture, taste,
smell and so on. This diverse range of perceptual information deriving from
the world ‘out there’ is integrated into a single mental image (a representa-
tion available to consciousness), which gives rise to the concept of PEAR. When
we use language and utter the form pear, this symbol corresponds to a conven-
tional meaning, and therefore ‘connects’ to a concept rather than directly to a
physical object in the external world (see Figure 1.2).

Our cognitive abilities integrate raw perceptual information into a coherent
and well defined mental image. The meanings encoded by linguistic symbols
then, refer to our projected reality (Jackendoff 1983): a mental representa-
tion of reality, as construed by the human mind, mediated by our unique
perceptual and conceptual systems.

We stated above that the symbolic function of language serves to encode and
externalise our thoughts. We are now in a position to qualify this view. While
our conceptualisations are seemingly unlimited in scope, language represents
a limited and indeed limiting system for the expression of thought; we’ve all
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experienced the frustration of being unable to ‘put an idea into words’. There
is, after all, a finite number of words, with a delimited set of conventional mean-
ings. From this perspective then, language merely provides prompts for the
construction of a conceptualisation which is far richer and more elaborate than
the minimal meanings provided by language (Fauconnier 1997; Turner 1991).
Accordingly, what language encodes is not thought in its complex entirety, but
instead rudimentary instructions to the conceptual system to access or create
rich and elaborate ideas. To illustrate this point, consider the following illustra-
tion adapted from Tyler and Evans (2003):

(1) The cat jumped over the wall.

This sentence describes a jump undertaken by a cat. Before reading on, select
the diagram in Figure 1.3 that best captures, in your view, the trajectory of
the jump.

We anticipate that you selected the fourth diagram, Figure 1.3(d). After all,
the conventional interpretation of the sentence is that the cat begins the jump
on one side of the wall, moves through an arc-like trajectory, and lands on the
other side of the wall. Figure 1.3(d) best captures this interpretation. On first
inspection, this exercise seems straightforward. However, even a simple sen-
tence like (1) raises a number of puzzling issues. After all, how do we know that
the trajectory of the cat’s jump is of the kind represented in Figure 1.3(d)?
What information is there in the sentence that provides this interpretation and
excludes the trajectories represented in Figures 1.3(a—c)?

Even though the sentence in (1) would typically be judged as unambiguous,
it contains a number of words that have a range of interpretations. The behav-
iour described by jump has the potential to involve a variety of trajectory
shapes. For instance, jumping from the ground to the table involves the tra-
jectory represented in Figure 1.3(a). Jumping on a trampoline relates to the
trajectory represented in 1.3(b). Bungee jumping involves the trajectory rep-
resented in 1.3(c), in which the bungee jumper stops just prior to contact with
the surface. Finally, jumping over a puddle, hurdle, wall and so on involves an
arc-like trajectory as in 1.3(d).

.4
N
o
y

(a) (b) (©) (@

Figure 1.3 Possible trajectories for The cat jumped over the wall
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If the lexical item jump does not in itself specify an arc-like trajectory, but is
vague with respect to the shape of the trajectory, then perhaps the preposition
over is responsible. However, over can also have a range of possible interpreta-
tions. For instance, it might mean ‘across’, when we walk over a bridge (a hori-
zontal trajectory). It might mean ‘above’, when an entity like a hummingbird is
over a flower (higher than but in close proximity to). Equally, over could mean
‘above’ when a plane flies over a city (much higher and lacking close proximity).
These are just a few of the possibilities. The point to emerge from this brief dis-
cussion is that over can be used when different kinds or amounts of space are
involved, and with a number of different trajectories or paths of motion.

Consider a further complication. Figure 1.3(d) crucially represents the cat’s
motion ending at a point on the opposite side of the wall relative to the start-
ing position of the jump. Yet no linguistic element in the sentence explicitly
provides us with this information.

Example (1) therefore illustrates the following point: even in a mundane sen-
tence, the words themselves, while providing meanings, are only partially
responsible for the conceptualisation that these meanings give rise to. Thought
relies on a rich array of encyclopaedic knowledge (Langacker 1987). For
example, when constructing an interpretation based on the sentence in (1), this
involves at the very least the following knowledge: (1) that the kind of jumping
cats perform involves traversing obstacles rather than bungee jumping; (2) that
if a cat begins a jump at a point on one side of an obstacle, and passes through
a point above that obstacle, then gravity will ensure that the cat comes to rest on
the other side of the obstacle; (3) that walls are impenetrable barriers to forward
motion; (4) that cats know this, and therefore attempt to circumnavigate the
obstacle by going over it. We use all this information (and much more), in con-
structing the rich conceptualisation associated with the sentence in (1). The
words themselves are merely prompts for the construction process.

So far, then, we have established that one of the functions of language is to
represent or symbolise concepts. Linguistic symbols, or more precisely sym-
bolic assemblies, enable this by serving as prompts for the construction of much
richer conceptualisations. Now let’s turn to the second function of language.

[.1.2 The interactive function of language

In our everyday social encounters, language serves an interactive function.
Itis not sufficient that language merely pairs forms and meanings. These form-
meaning pairings must be recognised by, and be accessible to, others in our
community. After all, we use language in order to ‘get our ideas across’, in other
words to communicate. This involves a process of transmission by the
speaker, and decoding and interpretation by the hearer, processes that involve
the construction of rich conceptualisations (see Figure 1.4).
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Speaker
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Figure 1.4 The interactive function

The messages we choose to communicate can perform various interactive
and social functions. For example, we can use language to change the way the
world is, or to make things happen:

(2) a. Inow pronounce you man and wife.
b. Shut the door on your way out!

The utterance in (2a), spoken by a suitably qualified person (such as a member
of the clergy licensed to perform marriages), in an appropriate setting (like a
church), in the presence of two unmarried adults who consent to be joined in
matrimony, has the effect of irrevocably altering the social, legal and even spir-
itual relationship between the two people. That is, language itself can serve as
a speech act that forever alters an aspect of our reality.

Similarly, in the example in (2b), the utterance represents a command, which
is also a type of speech act. LLanguage provides a means of communication,
allowing us to share our wishes and desires. Moreover, the way in which these
wishes and desires are expressed signals who we are, and what kind of rela-
tionship we have with our addressee. We would be unlikely to issue a command
like (2b) to the Queen of England, for example.

Another way in which language fulfils the interactive function relates to the
notion of expressivity. Language is ‘loaded’, allowing us to express our
thoughts and feelings about the world; consider the different mental images
evoked by the following expressions, which might be used by different speak-
ers to refer to the same individual:

(3) a. the eminent linguist
b. the blonde bombshell




WHAT DOES IT MEAN TO KNOW A LANGUAGE!?

While the example in (3a) focuses on the profession of the individual and her
relative standing in that profession, the example in (3b) focuses on her phys-
ical appearance. Moreover, although both these sentences relate to a female lin-
guist, the person’s gender cannot be inferred from the sentence in (3a) while it
can from the second sentence due to normative patterns of linguistic behaviour
and social stereoptypes. That is, we typically use the expression blonde bomb-
shell to describe the physical attributes of women rather than men.

Language also plays a role in how we affect other people in the world, and
how we make others feel by our choice of words. That is, language can provide
information about affect (emotional response):

(4) a. Shut up!
b. D’m terribly sorry to interrupt you, but . . .

These examples also illustrate the way in which we present our public selves
through language. The language we choose to use conveys information about
our attitudes concerning others, ourselves and the situations in which we find
ourselves.

Language can be used to create scenes or frames of experience, indexing
and even constructing a particular context (Fillmore 1982). In other words, lan-
guage use can invoke frames that summon rich knowledge structures, which
serve to call up and fill in background knowledge.

(5) a. How do you do?
b. Once upon atime. . .

The example in (5a) creates a greeting frame, signalling an acknowledgement
of another person and a recognition that this is the first time they have met. It
also signals a degree of formality, which expressions like /ey, what’s up? or hi
would not. Analogously, the utterance in (5b) signals the beginning of a fairy-
tale. In other words, just by hearing or reading the expression in (5b) an entire
frame is invoked, which guides how we should respond to what follows, what
our expectations should be and so forth.

In summary, we’ve seen that not only does language encode particular mean-
ings, but also that, by virtue of these meanings and the forms employed to sym-
bolise these meanings which constitute part of shared knowledge in a particular
speech community, language can serve an interactive function, facilitating and
enriching communication in a number of ways.

1.2 The systematic structure of language

Having seen some examples of what language is used for, let’s now consider how
language is structured. L.anguage is a system for the expression of meaning and
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for carrying out its symbolic and interactive functions. So, what evidence is
there for the systematicity of language?

I.2.1 Evidence for a system

Language consists of symbolic assemblies that are combined in various ways to
perform the functions we described in section 1.1. A symbolic assembly is a
conventional linguistic unit, which means that it is a piece of language that
speakers recognise and ‘agree’ about in terms of what it means and how it is used.
As we will see later in the book, particularly in Part III, one of the prominent
concerns in cognitive approaches to grammar is how to model the inventory of
linguistic units that make up a language. For example, speakers of Modern
English ‘agree’ that the form cat is used to refer to a certain kind of meaning
which we illustrated in Figure 1.2. A conventional unit can be a meaningful sub-
part of a word, which linguists call a morpheme (anti-dis-establish . . .),a whole
word, a string of words that ‘belong’ together (a phrase) or a whole sentence.
Now let’s consider another example:

(6) He kicked the bucket

This utterance consists of a sentence that has an idiomatic meaning in
English. That is, its meaning is not predictable from the integrated meanings
of the individual words. A non-native speaker of English who has not learnt the
‘special’ idiomatic meaning will only be able to interpret example (6) literally.
Native speakers of English, on the other hand, while also being able to inter-
pret the sentence literally, often cannot avoid the idiomatic meaning ‘he died’.
Of course, whether a literal versus an idiomatic interpretation is accessed
depends on the situation or context in which the utterance occurs.

Focusing for now on the idiomatic interpretation, we can view this utterance
as a unit that has a particular meaning associated with it. Therefore, it counts
as a symbolic assembly. Another term for symbolic assembly that is employed
by some cognitive linguists is construction (e.g. Goldberg 1995). We will look
in detail at the notion of symbolic assemblies and constructions in Part III of
the book.

When we change certain aspects of the sentence in (6), the meaning is
affected. For example, if we change the object (the thing being kicked), as in (7),
we lose the idiomatic meaning and are left with a literal utterance:

(7) He kicked the mop.

For many cognitive linguists, what makes example (7) ‘literal’ is that this sen-
tence ‘as a whole’ does not represent a construction. Instead, the meaning of (7)
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is interpreted by unifying the smaller units, the words. In contrast, example
(6) is interpreted as a whole single unit: a construction. One way of expressing
this idea in more intuitive terms is to use the metaphor of ‘storage’: suppose we
store our knowledge of words, phrases and complex constructions in a mental
‘box’. The behaviour of larger constructions, like kick the bucket, suggests that
these are stored as ‘chunks’ or single units, just like words. The meanings of sen-
tences like (7) on the other hand are ‘built’ by unifying the individual words that
make them up.

Now consider another example. If we change the structure of example (6) in
the following way, we also lose the idiomatic meaning:

(8) The bucket was kicked by him.

This example shows that, in addition to meaning, constructions (form-
meaning pairings) have particular formal grammatical patterns associated with
them. In other words, the properties of the construction relate not only to the
individual words that make it up, as in (6), but also to the grammatical form, or
word order. The passive construction in (8), in which ke bucket is placed in
subject position, fails to provide the idiomatic meaning associated with the sen-
tence in (6). We can conclude from this that the linear arrangement of the
words in the sentence constitutes part of an individual’s knowledge of
idiomatic constructions like (6).

This point is also illustrated by an ungrammatical sentence, a sentence
that does not correspond to any of the formal patterns associated with the con-
structions of English, as in (9), and consequently does not have a conventional
meaning associated with it. Ungrammaticality is indicated by an asterisk:

(9) *Bucket kicked he the

As we noted above, the sentence in (6) qualifies as a construction because it con-
sists of particular words arranged in a particular order, and these words are con-
ventionally associated with a particular (idiomatic) meaning. However, we have
suggested that constructions can also give rise to ‘literal’ meanings. To illus-
trate this, we will examine another sentence that has both idiomatic and literal
meanings. For instance, consider the following linguistic joke:

(10) A: Waiter, what is this fly doing in my soup?
B: 1 think that’s the breaststroke, sir!

This joke turns on the ambiguity between the regular interrogative construc-
tion, in which a speaker is enquiring after the intention or purpose of some-
thing or someone (What’s that seagull doing on the roof? What’s that woman
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doing over there?), and the “‘What’s X doing Y construction’, studied in detail
by cognitive linguists Paul Kay and Charles Fillmore (1999), in which the
speaker is indicating that a particular situation is incongruous or unacceptable
(What are you doing wearing those bunny ears? What are those clothes doing on the
floor?). Notice that each of these interpretations requires a different kind of
response. For the regular interrogative construction, the response should
consist minimally of a piece of information corresponding to the question word
(building a nest; waiting for a bus). For the ‘what’s X doing Y’ construction, on
the other hand, the expected response is typically an explanation, excuse or
apology (I'm going to a fancy-dress party,; I’ve been busy).

Crucially, for example (10), these two very different meanings are conven-
tionally associated with exactly the same words arranged in the same sequence.
The humorous effect of the waiter’s reply rests on the fact that he has chosen
to respond to the ‘wrong’ interpretation. While the diner is employing the
‘what’s X doing Y’ construction, the waiter prefers to respond to the interrog-
ative construction.

The examples in this section illustrate the fact that there is a systematic rela-
tionship between words, their meanings and how they are arranged in conven-
tional patterns. In other words, language has a systematic structure.

1.2.2 The systematic structure of thought

Does the systematic structure found in language reflect a systematic structure
within our conceptual system? Cognitive linguists certainly think so. Cognitive
linguists explore the hypothesis that certain kinds of linguistic expressions
provide evidence that the structure of our conceptual systems is reflected in the
patterns of language. Moreover, as we will see throughout this book, the way
the mind is structured can be seen as a reflection, in part, of the way the world
(including our sociocultural experience) is structured and organised. Consider
the examples in (11).

(11) a. Christmas is fast approaching.
b. The number of shares we own has gone up.
c¢. Those two have a very close friendship.

These examples relate to the abstract conceptual domains of TIME (11a),
QUANTITY (11b) and AFFECTION (11c). A conceptual domain is a body of knowl-
edge within our conceptual system that contains and organises related ideas and
experiences. For example, the conceptual domain of TIME might relate a range
of temporal concepts including C#kristmas, which is a temporal event. Notice that
in each sentence in (11) the more abstract concepts Christmas, number (of shares)
and friendship are understood in terms of conceptual domains relating to concrete
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physical experience. For instance, Christmas is conceptualised in terms of the
domain of physical MOTION, which is evident in the use of the word approaching
in (11a). Clearly Christmas (and other temporal concepts) cannot literally be said
to undergo motion. Similarly, the notion of number of shares is conceptualised in
terms of VERTICAL ELEVATION, which is clear from the use of the phrase gone up
in (11b). Finally, friendship is conceptualised in terms of PHYSICAL PROXIMITY in
(11c), which is shown by the use of the word close.

One of the major findings to have emerged from studies into the human con-
ceptual system is that abstract concepts are systematically structured in terms
of conceptual domains deriving from our experience of the behaviour of phys-
ical objects, involving properties like motion, vertical elevation and physical
proximity (Lakoff and Johnson 1980, 1999). It seems that the language we use
to talk about temporal ideas such as Christmas provides powerful evidence that
our conceptual system ‘organises’ abstract concepts in terms of more concrete
kinds of experiences, which helps to make the abstract concepts more readily
accessible.

1.3 What do linguists do?

As we have begun to see, cognitive linguists form hypotheses about the nature
of language, and about the conceptual system that it is thought to reflect. These
hypotheses are based on observing patterns in the way language is structured
and organised. It follows that a theory of language and mind based on linguis-
tic observation must first describe the linguistic facts in a systematic and rig-
orous manner, and in such a way that the description provides a plausible basis
for a speaker’s tacit knowledge of language. This foundation for theorising is
termed descriptive adequacy (Chomsky 1965; Langacker 1987, 1999a). This
concern is one that cognitive linguists share with linguists working in other
traditions. Below, we provide an outline of what it is that linguists do and how
they go about it.

[.3.1 What!

Linguists try to uncover the systems behind language, to describe these
systems and to model them. Linguistic models consist of theories about lan-
guage. Linguists can approach the study of language from various perspectives.
Linguists may choose to concentrate on exploring the systems within and
between sound, meaning and grammar, or to focus on more applied areas, such
as the evolution of language, the acquisition of language by children, language
disorders, the questions of how and why language changes over time, or the
relationship between language, culture and society. For cognitive linguists, the
emphasis is upon relating the systematicity exhibited by language directly to
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the way the mind is patterned and structured, and in particular to conceptual
structure and organisation. It follows that there is a close relationship between
cognitive linguistics and aspects of cognitive psychology. In addition to this,
applied linguistics also informs and is informed by the cognitive linguistics
research agenda in various ways (see Chapters 3 and 4 for further discussion of
this point).

1.3.2 Why?

Linguists are motivated to explore the issues we outlined above by the drive to
understand human cognition, or how the human mind works. Language is a
uniquely human capacity. Linguistics is therefore one of the cognitive sci-
ences, alongside philosophy, psychology, neuroscience and artificial intelli-
gence. Fach of these disciplines seeks to explain different (and frequently
overlapping) aspects of human cognition. In particular, as we have begun to see,
cognitive linguists view language as a system that directly reflects conceptual
organisation.

1.3.3 How?

As linguists, we rely upon what language tells us about itself. In other words, it
is ordinary language, spoken every day by ordinary people, that makes up the
‘raw data’ that linguists use to build their theories. Linguists describe lan-
guage, and on the basis of its properties, formulate hypotheses about how lan-
guage is represented in the mind. These hypotheses can be tested in a number
of ways.

1.3.4 Speaker intuitions

Native speakers of any given human language will have strong intuitions
about what combinations of sounds or words are possible in their language, and
which interpretations can be paired with which combinations. For example,
native speakers of English will agree that example (6), repeated here, is a well-
formed sentence, and that it may have two possible meanings:

(6) He kicked the bucket.

They will also agree that (7) and (8), repeated here, are both well-formed sen-
tences, but that each has only one possible meaning:

(7) He kicked the mop.
(8) The bucket was kicked by him.
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Finally, and perhaps most strikingly, speakers will agree that all of the follow-
ing examples are impossible in English:

(12) a. *bucket kicked he the
b. *kicked bucket the he
c. *bucket the kicked he
d. *kicked he bucket the

Facts like these show that language, and speakers’ intuitions about language,
can be seen as a ‘window’ to the underlying system. On the basis of the pat-
terns that emerge from the description of language, linguists can begin to build
theoretical ‘models’ of language. A model of language is a set of statements that
is designed to capture everything we know about this hidden cognitive system
in a way that is principled, based on empirical evidence and psychologically
plausible.

[.3.5 Converging evidence

How do cognitive linguists evaluate the adequacy of their models? One way is
to consider converging evidence (Langacker 1999a). This means that a
model must not only explain linguistic knowledge, but must also be consistent
with what cognitive scientists know about other areas of cognition, reflecting
the view that linguistic structure and organisation are a relatively imprecise but
nevertheless indicative reflection of cognitive structure and organisation. By
way of illustration, consider the scene in Figure 1.5.

How might we use language to describe a scene like this? Most English speak-
ers will agree that (13a) is an appropriate description but that (13b) is ‘odd’:

(13) a. The cat is on the chair.
b. ?The chair is under the cat.

R

Figure 1.5 The cat is on the chair
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Why should (13b) be ‘odd’? It’s a perfectly grammatical English sentence.
From what psychology has revealed about how the human mind works, we
know that we have a tendency to focus our attention on certain aspects of a
visual scene. The aspect we focus on is something about which we can make
certain predictions. For example, in Figure 1.5 we focus on the cat rather than
the chair, because our knowledge of the world tells us that the cat is more likely
than the chair to move, to make a noise or to perform some other act. We call
this prominent entity the figure and the remainder of the scene the ground,
which is another way of saying ‘background’ (see Chapter 3). Notice that this
fact about human psychology provides us with an explanation for why language
‘packages’ information in certain ways. In (13a) the cat has a prominent posi-
tion in the sentence; any theory of language will tell you that sentence initial
position is a ‘special’ position in many of the world’s languages. This accords
with the prominence of the corresponding entity in the visual scene. This
explanation, based on the figure-ground distinction, also provides us with an
explanation for why (13b) is ‘odd’. This is an example of how converging evi-
dence works to strengthen or confirm theories of language. Can you think of a
situation in which (13b) would not be odd?

1.4 What it means to know a language

Let’s look more closely now at some of the claims made by cognitive linguists
about how language is represented in the mind. We have established that the
linguist’s task is to uncover the systematicity behind and within language. What
kinds of systems might there be within language? We’ll begin to answer this
question by introducing one fundamental distinction based on the founda-
tional work of pioneering cognitive linguist Leonard Talmy. Talmy suggests
that the cognitive representation provided by language can be divided into
lexical and grammatical subsystems. Consider the following example:

(14) The hunter tracked the tigers.

Notice that certain parts of the sentence in (14) — either whole words (free mor-
phemes), or meaningful subparts of words (bound morphemes) — have been
marked in boldtype. What happens when we alter those parts of the sentence?

(15) a. Which hunter tracked the tigers?
b. The hunter tracks the tigers.
c¢. Those hunters track a tiger.

All the sentences in (15) are still about some kind of tracking event involving
one or more hunter(s) and one or more tiger(s). What happens when we change
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the ‘little’ words like @, the and those and the bound morphemes like -¢d or -s is
that we then interpret the event in different ways, relating to information about
number (how many hunters or tigers are/were there?), tense (did this event
happen before now or is it happening now?), old/new information (does the
hearer know which hunters or tigers we’re talking about?) and whether the sen-
tence should be interpreted as a statement or a question.

These linguistic elements and morphemes are known as closed-class elem-
ents and relate to the grammatical subsystem. The term closed-class refers to
the fact that it is typically more difficult for a language to add new members to
this set of elements. This contrasts with the non-boldtype ‘lexical’ words which
are referred to as open-class. These relate to the lexical subsystem. The term
open-class refers to the fact that languages typically find it much easier to add
new elements to this subsystem and do so on a regular basis.

In terms of the meaning contributed by each of these two subsystems,
while ‘lexical” words provide ‘rich’ meaning and thus have a content func-
tion, ‘grammatical’ elements perform a structuring function in the sen-
tence. They contribute to the interpretation in important but rather more
subtle ways, providing a kind of ‘scaffolding’ which supports and structures
the rich content provided by open-class elements. In other words, the elem-
ents associated with the grammatical subsystem are constructions that
contribute schematic meaning rather than rich contentful meaning. This
becomes clearer when we alter the other parts of the sentence. Compare (14)

with (16):

(16) a. The movie star kissed the directors.
b. The sunbeam illuminated the rooftops.
c¢. The textbook delighted the students.

What all the sentences in (16) have in common with (14) is the ‘grammatical’
elements. In other words, the grammatical structure of all the sentences in (16)
is identical to that of (15). We know that both participants in the event can
easily be identified by the hearer. We know that the event took place before now.
We know that there’s only one movie star/sunbeam/textbook, but more than
one director/rooftop/student. Notice that the sentences differ in rather a dra-
matic way, though. They no longer describe the same kind of event at all. This
is because the ‘lexical’ elements prompt for certain kinds of concepts that are
richer and less schematic in nature than those prompted for by ‘grammatical’
elements. The lexical subsystem relates to things, people, places, events, prop-
erties of things and so on. The grammatical subsystem on the other hand
relates to concepts having to do with number, time reference, whether a piece
of information is old or new, whether the speaker is providing information or
requesting information, and so on.
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Table 1.1 Properties of the lexical and grammatical subsystems

Lexical subsystem Grammatical subsystem

Open-class words/morphemes Closed-class words/morphemes

Content function Structuring function

Larger set; constantly changing Smaller set; more resistant to change

Prompts for ‘rich’ concepts, e.g. people, Prompts for schematic concepts, e.g. number,
things, places, properties, etc. time reference, old vs. new, statement vs.

question, etc.

A further important distinction between these two subsystems concerns the
way that language changes over time. The elements that comprise the lexical
(open-class) subsystem make up a large and constantly changing set in any
given human language; over a period of time, words that are no longer ‘needed’
disappear and new ones appear. The ‘grammatical’ (closed-class) elements
that make up the grammatical subsystem, on the other hand, constitute a
smaller set, relatively speaking, and are much more stable. Consequently, they
tend to be more resistant to change. However, even ‘grammatical’ elements
do change over time. This is a subject we’ll come back to in more detail later
in the book when we discuss the process known as grammaticalisation
(see Chapter 21).

Table 1.1 provides a summary of these important differences between the
lexical and grammatical subsystems. Together, these two subsystems allow lan-
guage to present a cognitive representation, encoding and externalising thoughts
and ideas.

Having provided a sketch of what it means to know a language from the per-
spective of cognitive linguistics, we will now begin to examine the cognitive
linguistics enterprise in more detail. In particular, we must consider the
assumptions and commitments that underlie the cognitive linguistics enter-
prise, and begin to examine this approach to language in terms of its perspec-
tive, assumptions, the cognitive and linguistic phenomena it considers, its
methodologies and its approach to theory construction. We turn to these issues
in the next chapter.

1.5 Summary

We began this chapter by stating that cognitive linguists, like other linguists,
attempt to describe and account for linguistic systematicity, structure and
function. However, for cognitive linguists, language reflects patterns of
thought; therefore, to study language is to study patterns of conceptualisa-
tion. In order to explore these ideas in more detail we looked first at the func-
tions of language. Language provides a means of encoding and transmitting
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ideas: it has a symbolic function and an interactive function. Language
encodes and externalises our thoughts by using symbols. Linguistic symbols
consist of form-meaning pairings termed symbolic assemblies. The
meaning associated with a linguistic symbol relates to a mental representation
termed a concept. Concepts derive from percepts; the range of perceptual
information deriving from the world is integrated into a mental image.
The meanings encoded by linguistic symbols refer to our projected reality:
a mental representation of reality as construed by the human mind. While
our conceptualisations are unlimited in scope, language merely provides
prompts for the construction of conceptualisations. Language also serves an
interactive function; we use it to communicate. Language allows us to
perform speech acts, or to exhibit expressivity and affect. Language can also
be used to create scenes or contexts; hence, language has the ability to invoke
experiential frames.

Secondly, we examined the evidence for a linguistic system, introducing
the notion of a conventional linguistic unit, which may be a morpheme, a
word, a string of words or a sentence. We introduced the notion of idiomatic
meaning which is available in certain contexts and which can be associated
with constructions. This contrasts with literal meaning, which may be
derived by unifying smaller constructions like individual words. Word
order constitutes part of an individual’s knowledge of particular construc-
tions, a point illustrated by ungrammatical sentences. We also related
linguistic structure to the systematic structure of thought. Conceptual
domains reflected in language contain and organise related ideas and
experiences.

Next, we outlined the task of the cognitive linguist: to form hypotheses
about the nature of language and about the conceptual system that it reflects.
These hypotheses must achieve descriptive adequacy by describing linguis-
tic facts in a systematic and rigorous manner. Linguists try to uncover, describe
and model linguistic systems, motivated by the drive to understand human
cognition. Linguistics is therefore one of the cognitive sciences. Cognitive
linguists carry out this task by examining linguistic data and by relying on
native speaker intuitions and converging evidence. As an example of con-
verging evidence, we explored the linguistic reflex of the distinction made in
psychology between figure and ground.

Finally, we looked at what it means to know a language, and introduced an
important distinction between kinds of linguistic knowledge: the cognitive
representation provided by language can be divided into lexical and gram-
matical subsystems. The lexical subsystem contains open-class elements
which perform a content function. The grammatical subsystem contains
closed-class elements, which perform a structuring function providing
schematic meaning.
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Further reading

A selection of introductory texts that deal broadly with all aspects of
linguistics for those relatively new to the subject

* Dirven and Verspoor (2004). This introductory textbook of general
linguistics takes a cognitive approach and includes chapters on language
and thought, and words, meanings and concepts.

* Fromkin, Rodman and Hyams (2002). A very popular introduc-
tory textbook of linguistics.

* Trask (1999). An accessible introduction to linguistics for the layper-
son; an entertaining read.

A selection of introductory texts on cognitive science in general

* Bechtel and Graham (eds) (1999)
¢ Cummins and Cummins (eds) (1999)

* Green (ed.) (1996)

Each of these volumes is an introductory-level collection of papers on various
aspects of cognitive science. The Green volume places a particular emphasis on
linguistics.

A list of texts that provide an overview of the issues of concern to
cognitive linguists

* Allwood and Girdenfors (eds) (1999). A collection of papers on
various aspects of cognitive semantics; the paper by Girdenfors pro-
vides a particularly useful overview.

* Geeraerts (1995). This article compares cognitive linguistic
approaches with cognitive science and generative grammar and pro-
vides a very broad survey of work on cognitive linguistics; not as acces-
sible as Radden’s chapter.

* Geeraerts and Cuyckens (2005). An important reference work fea-
turing articles on a wide range of areas in cognitive linguistics by
leading scholars in the field.

* Goldberg (ed.) (1996). A collection of conference papers. Provides a
representative sample of the range of concerns and issues addressed by
cognitive linguists.

* Janssen and Redeker (1999). A collection of papers by some of the
leading proponents in the field; a good background to cognitive linguis-
tics in general.
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Lakoff (1987). Seminal text for cognitive linguistics; lively and
accessible.

Radden (1992). Provides a clear and accessible overview of iconicity
in language, categorisation, metaphor, cultural models and grammar
as a conceptual organising system.

Rudzka-Ostyn (1988). An early collection. Includes seminal papers
by, among others, two highly influential scholars, Langacker and
Talmy.

A list of texts that relate to the issues dealt with in this chapter

Evans (2004a). Explores the relationship between language and con-
ceptual organisation by focusing on how we think and talk about time
and temporal experience.

Fillmore, Kay and O’Connor (1988). Seminal article on the relation
between idiomaticity and constructions.

Lakoff and Johnson (1980). An early but hugely influential study
which first proposed that language reflects systematic ‘mappings’ (con-
ceptual metaphors) between abstract and concrete conceptual domains.
Langacker (1999a). A survey article which deals with the notions of
the symbolic (in Langacker’s terms ‘semiotic’) and interactive func-
tions associated with language, the notion of converging evidence, and
how cognitive linguistics differs from formal and functional approaches
to language.

Nuyts and Pederson (eds) (1997). The first chapter provides a good
general discussion of the nature of the relationship between language
and thought.

Talmy (2000). Chapter 1 deals with the notion of the cognitive rep-
resentation and the distinction between the lexical (open-class) and
grammatical (closed-class) subsystems.

Tyler and Evans (2003). The first chapter addresses the idea that
words are merely impoverished ‘prompts’ for rich conceptualisation.
Includes a detailed discussion and illustration of the The cat jumped
over the wall example.

Exercises

I.1 Linguistic encoding

Consider the following examples in the light of our discussion of example (1).
Using the diagrams in Figure 1.3 as a starting point, try to draw similar diagrams
that capture the path of motion involved in each example. In each case, how
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much of this information is explicitly encoded within the meanings of the words
themselves? How much seems to depend on what you know about the world?

(a) The baby threw the rattle out of the buggy.

(b) I threw the cat out of the back door.

(¢) Itore up the letter and threw it out of the window.
(d) I threw the tennis ball out of the house.

(e) I threw the flowers out of the vase.

1.2 Constructions

The examples below contain idiomatic constructions. If you are a non-native
speaker of English, you may need to consult a native speaker or a dictionary of
idioms to find out the idiomatic meaning. In the light of our discussion of
example (6), try changing certain aspects of each sentence to see whether these
examples pattern in the same way. For instance, what happens if you change
the subject of the sentence (for example, the presidential candidate in the first
sentence)? What happens if you change the object (for example, the towel)? It’s
not always possible to make a sentence passive, but what happens to the
meaning here if you can?

(a) The presidential candidate threw in the towel.
(b) Before the exam, Mary got cold feet.

(c) She’s been giving me the cold shoulder lately.
(d) You are the apple of my eye.

(e) She’s banging her head against a brick wall.

What do your findings suggest about an individual’s knowledge of such con-
structions as opposed to sentences containing literal meaning? Do any of these
examples also have a literal meaning?

1.3 Word order

Take example (b) from exercise 1.2 above. Believe it or not, a sentence like this
with seven words has 5,040 mathematically possible word order permutations!
Try to work out how many of these permutations result in a grammatical sen-
tence. What do your findings suggest?

I.4 Concepts and conceptual domains

The examples below contain linguistic expressions that express abstract con-
cepts. In the light of our discussion of the examples in (11), identify the relevant
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conceptual domain that the concept might relate to. Do these abstract concepts
appear to be understood in terms of concrete physical experiences? What is the
evidence for your conclusions?

(a) You’ve just given me a really good idea.

(b) How much time did you spend on this essay?

(c) He fell into a deep depression.

(d) The Stock Market crashed on Black Wednesday.

(e) Unfortunately, your argument lacks a solid foundation.

Now come up with other sentences which illustrate similar patterns for the fol-
lowing conceptual domains:

(f) THEORIES

(g) LOVE

(h) ARGUMENT

(1) ANGER

(j) KNOWING/UNDERSTANDING

I.5 Figure and ground

Consider the scenes in Figure 1.6. For each one, state the sentence that springs
first to mind as the most natural way of describing the scene. For example, for
the scene in (a), you might come up with The goldfish is in the bowl. What
happens if you change the sentence around as we did for example (15)?7 What
do your findings suggest about the figure/ground distinction?

.6 Open-class or closed-class?

Consider the example below in the light of our discussion of examples (15)—(16).
First, try to identify the open-class words/morphemes and the closed-class
words/morphemes by referring to the properties described in Table 1.1. Next,
come up with a set of examples in which only the closed-class words/mor-
phemes have been altered. What kinds of differences do these changes make to
the sentence? Finally, try changing the open-class words/morphemes. What
kinds of differences do these changes make to the sentence?

The supermodel was putting on her lipstick.
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()

Figure 1.6 Figure and ground
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The nature of cognitive linguistics:
Assumptions and commitments

In this chapter we address the assumptions and commitments that make cog-
nitive linguistics a distinctive enterprise. We begin by outlining two key com-
mitments widely shared by cognitive linguists. These are the ‘Generalisation
Commitment’ and the ‘Cognitive Commitment’. These two commit-
ments underlie the orientation and approach adopted by practising cognitive
linguists, and the assumptions and methodologies employed in the two main
branches of the cognitive linguistics enterprise: cognitive semantics and
cognitive approaches to grammar. Once we have outlined the two com-
mitments of cognitive linguistics, we then proceed to address the relationship
between language, the mind and experience. The embodied cognition
thesis is also addressed in some detail as it is at the heart of much research
within cognitive linguistics. This thesis holds that the human mind and con-
ceptual organisation are functions of the ways in which our species-specific
bodies interact with the environment we inhabit. Finally, we provide a brief
overview and introduction to cognitive semantics and cognitive (approaches
to) grammar, which are addressed in detail in Parts IT and Part III of the book,
respectively.

2.1 Two key commitments

In an important 1990 paper, George Lakoff, one of the pioneering figures in cog-
nitive linguistics, argued that the cognitive linguistics enterprise is characterised
by two key commitments. These are (1) the ‘Generalisation Commitment’:
a commitment to the characterisation of general principles that are responsible
for all aspects of human language, and (2) the Cognitive Commitment: a com-
mitment to providing a characterisation of general principles for language that
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accords with what is known about the mind and brain from other disciplines. In
this section we discuss these two commitments and their implications.

2.1.1 The ‘Generalisation Commitment’

One of the assumptions that cognitive linguists make is that there are common
structuring principles that hold across different aspects of language, and that an
important function of linguistics is to identify these common principles. In
modern linguistics, the study of language is often separated into distinct areas
such as phonology (sound), semantics (word and sentence meaning), pragmatics
(meaning in discourse context), morphology (word structure) syntax (sentence
structure) and so on. This is particularly true of formal approaches:
approaches to modelling language that posit explicit mechanical devices or pro-
cedures operating on theoretical primitives in order to produce the complete
set of linguistic possibilities in a given language. Within formal approaches (such
as the Generative Grammar approach developed by Noam Chomsky), it is
usually argued that areas such as phonology, semantics and syntax concern sig-
nificantly different kinds of structuring principles operating over different kinds
of primitives. For instance, a syntax ‘module’ is an area in the mind concerned
with structuring words into sentences, whereas a phonology ‘module’ is con-
cerned with structuring sounds into patterns permitted by the rules of any given
language, and by human language in general. This modular view of mind rein-
forces the idea that modern linguistics is justified in separating the study of lan-
guage into distinct subdisciplines, not only on grounds of practicality but
because the components of language are wholly distinct and, in terms of organ-
isation, incommensurable.

Cognitive linguistics acknowledges that it may often be useful, for practical
purposes, to treat areas such as syntax, semantics and phonology as being notion-
ally distinct. The study of syntactic organisation involves, at least in part, the
study of slightly different kinds of cognitive and linguistic phenomena than
the study of phonological organisation. However, given the ‘Generalisation
Commitment’, cognitive linguists disagree that the ‘modules’ or ‘subsystems’ of
language are organised in significantly divergent ways, or indeed that distinct
modules or subsystems even exist. Below we briefly consider the properties of
three areas of language in order to give an idea of how apparently distinct lan-
guage components can be seen to share fundamental organisational features. The
three areas we will look at are (1) categorisation, (2) polysemy and (3) metaphor.

Categorisation

An important recent finding in cognitive psychology is that categorisation is
not criterial. This means that it is not an ‘all-or-nothing’ affair. Instead, human
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(a) (b) (©) (@) (e)

Figure 2.1 Some members of the category CUP

categories often appear to be fuzzy in nature, with some members of a category
appearing to be more central and others more peripheral. Moreover, degree of
centrality is often a function of the way we interact with a particular category
at any given time. By way of illustration, consider the images in Figure 2.1. It
is likely that speakers of English would select the first image 2.1(a) as being
more representative of the category CUP than image 2.1(e). However, when
drinking from the container in 2.1(e), a speaker might refer to it as @ cup. On
another occasion, perhaps when using a spoon to eat soup from the same con-
tainer, the same speaker might describe it as @ bow!/. This illustrates that not
only is categorisation fuzzy (for example, when does a cup become a bowl?), but
also our interaction with a particular entity can influence how we categorise it.

Although the category members in Figure 2.1 may be rated as being more or
less representative of the category CUP, each of the members appears to
resemble others in a variety of ways, despite the fact that there may not be a
single way in which all the members resemble each other. For instance, while
the cup in 2.1(a) has a handle and a saucer and is used for drinking beverages
like tea or coffee, the ‘cup’ in 2.1(d) does not have a handle, nor is it likely to be
used for hot beverages like tea or coffee; instead, this cup is more likely to
contain drinks like wine. Similarly, while the ‘cup’ in 2.1(e) might be categorised
as a ‘bowl” when we use a spoon to ‘eat’ from it, when we hold the ‘bow!’ to our
lips and drink soup from it, we might be more inclined to think of it as a ‘cup’.
Hence, although the ‘cups’ in Figure 2.1 vary in terms of how representative
they are, they are clearly related to one another. Categories that exhibit degrees
of centrality, with some members being more or less like other members of a cat-
egory rather than sharing a single defining trait, are said to exhibit family
resemblance.

However, fuzziness and family resemblance are not just features that apply to
physical objects like cups; these features apply to linguistic categories like mor-
phemes and words too. Moreover, category-structuring principles of this kind
are not restricted to specific kinds of linguistic knowledge but apply across the
board. In other words, linguistic categories — whether they relate to phonology,
syntax or morphology — all appear to exhibit these phenomena. Formal
approaches to linguistics have tended towards the view that a particular category
exhibits uniform behaviour which characterises the category. As we will see,
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however, linguistic categories, despite being related, often do not behave in
a uniform way. Instead, they reveal themselves to contain members that exhibit
quite divergent behaviour. In this sense, linguistic categories exhibit fuzziness
and family resemblance. We illustrate this below — based on discussion in Taylor
(2003) — with one example from each of the following areas: morphology, syntax
and phonology.

Categorisation in morphology: the diminutive in Italian

In linguistics, the term ‘diminutive’ refers to an affix added to a word to
convey the meaning ‘small’; and is also used to refer to a word formed by the
addition of this affix. In Italian the diminutive suffix has a number of forms
such as -ino, -etto, and -ello:

(1) paese —  paesino
‘village’ ‘small village’

While a common meaning associated with this form is ‘physically small’; as
in (1), this is not the only meaning. In the following example the diminutive
signals affection rather than small size:

(2) mamma — mammina

‘mum’ ‘mummy’

When applied to abstract nouns, the diminutive acquires a meaning of short
temporal duration, reduced strength or reduced scale:

(3) sinfonia — sinfonietta
‘symphony’ ‘sinfonietta’ (a shorter symphony, often with fewer
instruments)
(4) cena —  cenetta
‘supper’ ‘light supper’
(5) pioggia —  ‘pioggerella
‘rain’ ‘drizzle’

When the diminutive is suffixed to adjective or adverbs, it serves to reduce
intensity or extent:

(6) bello —  Dbellino
‘beautiful’ ‘pretty/cute’
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(7) bene — benino
‘well’ ‘quite well’

When the diminutive is added to verbs (the verbal diminutive suffixes are
-icchiare and -ucchiare) a process of intermittent or poor quality is signalled:

(8) dormire — dormicchiare
‘sleep’ ‘snooze’

(9) lavorare — lavoricciare
‘work’ ‘work half-heartedly’

(10) parlare — parlucchiare
‘speak’ ‘speak badly’ [e.g. a foreign language]

What these examples illustrate is that the diminutive in Italian doesn’t have
a single meaning associated with it, but instead constitutes a category of mean-
ings which behave in a variety of distinct ways but nonetheless do appear to be
related to one another. The category shares a related form and a related set of
meanings: a reduction in size, quantity or quality. Hence, the category exhibits
family resemblance.

Categorisation in syntax: ‘parts of speech’

The received view in linguistics is that words can be classified into classes such
as ‘noun’ and ‘verb’; traditionally referred to as parts of speech. According to
this view, words can be classified according to their morphological and distri-
butional behaviour. For example, a word formed by the addition of a suffix like
-ness (for example, happi-ness) is a noun; a word that can take the plural suffix -s
(for example, cat-s) is a noun; and a word that can fill the gap following
a sequence of determiner /e plus adjective funny (for example, the funny )
is a noun. In modern linguistics, the existence of word classes is posited not only
for practical purposes (that is, to provide us with a tool of description), but also
in an attempt to explain how it is that speakers ‘know’ how to build new words
and how to combine words into grammatical sentences. In other words, many
linguists think that these word classes have psychological reality.

However, when we examine the grammatical behaviour of nouns and verbs,
there is often significant variation in the nature of the grammatical ‘rules’ they
observe. This suggests that the categories ‘noun’ and ‘verb’ are not homogen-
ous, but instead that certain nouns and verbs are ‘nounier’ or ‘verbier’ — and
hence more representative — than others. In this sense, parts of speech consti-
tute fuzzy categories.

By way of illustration, consider first the agentive nominalisation of tran-
sitive verbs. A transitive verb is a verb that can take an object, such as import
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(e.g. rugs) and know (e.g. a fact). However, while transitive verbs can often be
nominalised — that is, made into ‘agentive’ nouns like driver, singer and helper —
some verbs, such as know, cannot be:

(11) a. John imports rugs —
John is an importer of rugs

b. John knew that fact —
*John was the knower of that fact

Now consider a second example. While verbs can often be substituted by the
‘be V-able’ construction, this does not always give rise to a well-formed sentence:

(12) a. His handwriting can be read —
His handwriting is readable

b. The lighthouse can be spotted —
*The lighthouse is spottable

Finally, while most transitive verbs undergo passivisation, not all do:

(13) a. John kicked the ball —
The ball was kicked by John

b. John owes two pounds —
*?Two pounds are owed by John

Despite these differences, these verbs do share some common ‘verbish’ behav-
iour. For example, they can all take the third person present tense suffix -s (s/ /e
import-s/ know-s/read-s/spot-s/ kick-s/owe-s . . .). Therefore, while certain verbs
fail to display some aspects of ‘typical’ verb behaviour, this does not mean that
these are not part of the category VERB. In contrast, this variation shows us
that there is not a fixed set of criteria that serves to define what it means to be a
verb. In other words, the linguistic category VERB contains members that are
broadly similar yet exhibit variable behaviour, rather like the physical artefact
category CUP.

Now let’s consider the linguistic category NOUN. While nouns can be broadly
classified according to the morphological and distributional criteria we outlined
above, they also show considerable variation. For example, only some nouns
can undergo what formal linguists call double raising. This term applies to a
process whereby a noun phrase ‘moves’ from an embedded clause to the subject
position of the main clause via the subject position of another embedded clause.
If you are not familiar with the grammatical terms ‘noun phrase’, ‘subject’ or
‘(embedded) clause’, the schematic representation in (14) should help. Noun
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phrases, which are units built around nouns (but sometimes consist only of
nouns (for example in the case of pronouns like me or proper names like
George), are shown in boldtype. Square brackets represent the embedded
clauses (sentences inside sentences) and the arrows show the ‘movement’.
Subject positions are underlined:

(14) a. Itislikely [ ___ to be shown [that John has cheated]] —
b. Johnislikely [ ___ to be shown [ ___ to have cheated]]

i i

As these examples show, the noun phrase (NP) Jo/n can only occupy the
subject position of a finite or tensed clause: when the verb appears in its
‘to infinitive’ form (for example, to be/to have), the NP John (which we inter-
pret as the ‘doer’ of the cheating regardless of its position within the sentence)
has to ‘move up’ the sentence until it finds a finite verb like is. However, some
nouns, like keadmway, do not show the same grammatical behaviour:

(15) a. Itislikely [ ___ to be shown [that no headway has been made]]
%

b. *Noheadwayislikely[ __ tobeshown|[___tohave been made]]

i 1

Our next example of variation in the behaviour of nouns concerns question
tag formation, a process whereby a tag question such as isn’t it?, don’t you? or
musin’t he? can be tagged onto a sentence, where it picks up the reference of
some previously mentioned unit. For example, in the sentence Bond loves
blondes, doesn’t he? The pronoun /e refers back to the subject noun phrase Bond.
Despite the fact that this grammatical process can apply more or less freely to
any subject noun phrase, Taylor (2003: 214) argues that there are nevertheless
‘some dubious cases’. For example, the use of a question tag with the noun Aeed
is at best marginal:

(16) a. Some headway has been made. —
Some headway has been made, hasn’t it?

b. Little heed was paid to her. —
?*Little heed was paid to her, was it?

As we saw with verbs, examples can always be found that illustrate behav-
iour that is at odds with the ‘typical’ behaviour of this category. Although most
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linguists would not consider this variation sufficient grounds for abandoning
the notion of word classes altogether, this variation nevertheless illustrates that
categories like NOUN and VERB are not uniform in nature, but are ‘graded’ in
the sense that members of these categories exhibit variable behaviour.

Categorisation in phonology: distinctive features

One of the fundamental concepts in phonology is the distinctive feature:
an articulatory feature that serves to distinguish speech sounds. For example,
the sounds /b/ and /p/ are identical in terms of place and manner of articu-
lation: both are bilabial sounds (produced by bringing the two lips together) and
both are plosives (produced by momentary interruption of the airflow followed
by sudden release). However, the two sounds are distinguished by the single
feature voice: the phenomenon whereby the vocal folds in the larynx are drawn
tightly together and vibrate as air passes through them, which affects the quality
of the sound. The speech sound /b/ is voiced, whereas /p/ is produced with
the vocal folds drawn apart, and is therefore unvoiced. This articulatory feature
distinguishes many pairs of consonant sounds that otherwise have a similar
manner and place of articulation, for example: /t/ and /d/, as in tug versus dug;
/k/ and /g/, as in cur/ versus girl; and /s/ and /z/, as in Sue versus z00.

In phonology, these distinctive features are traditionally viewed as binary
features. In other words, a speech sound can be described in terms of whether
it has a positive or a negative value for a certain feature. Binary features are
popular in formal linguistics, because they enable linguists to describe units of
language by means of a set of properties known as a feature matrix. This
approach has proven particularly successful in phonology. For example, the
sounds /p/ and /b/ can be characterised as follows:

(17) /p/ /b/
+ bilabial + bilabial
+ plosive + plosive
— voice + voice

However, Jaeger and Ohala (1984) presented research that questions the assump-
tion that distinctive features are binary in nature. In fact, Jaeger and Ohala
found that features like voice are judged by actual users of language as graded or
fuzzy categories. Jaeger and Ohala trained naive speakers of English (that is,
non-linguists), so that they could identify sounds according to whether they were
[+ voice] or [— voice]. They then asked subjects to rate the English plosives,
fricatives, nasals and semi-vowels in terms of the voice feature. While plosives
involve a sudden release of air from the mouth, fricatives are produced by the
gradual release of airflow in the mouth: these are sounds like /f/, /v/, /s/,/z/,
and so on. Nasals like /m/ and /n/ involve continuous (uninterrupted) airflow
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through the nose, and semi-vowels like /w/ and /j/ (which is the IPA symbol
for the sound at the start of ye/low) involve continuous airflow through the mouth.

The researchers found that these sounds were not consistently judged as
either voiced or unvoiced. Instead, some sounds were judged as ‘more’ or ‘less’
voiced than others. The ‘voice continuum’ that resulted from Jaeger and
Ohala’s study is shown in (18a):

(18) a. < most voiced least voiced —
/tmn/  /v,0,z/ /w,j/ /b,d,g/ /£0,s,h [/ /p,itk/

b. /rmun/ /v,0,z/ /w,j/ /bd,g/ /f0,s,h[/ /ptk/
«——— voiced voiceless ——>

The sounds were rated accurately by Jaeger and Ohala’s subjects in the sense
that voiced and voiceless sounds do not overlap but can be partitioned at a
single point on this continuum, as shown in (18b). However, what is striking is
that the subjects judged some voiced sounds (like /m/) as ‘more voiced’ than
others (like /z/). These findings suggest that the phonological category VOICED
SOUNDS also behaves like a fuzzy category.

Taken together, the examples we have considered from the three ‘core’ struc-
tural areas of human language — morphology, syntax and phonology — suggest
that the nature of the linguistic categories we find in each of these areas can be
described in rather similar terms. In other words, at least in terms of categor-
isation, we can generalise across what are often thought of as wholly distinct
kinds of linguistic phenomena.

It is worth pointing out at this stage that cognitive linguistics is not unique in
seeking to generalise across these ‘distinct’ areas of human language. Indeed, the
quest for binary features in formal linguistics is one example of such an attempt.
Encouraged by the relative usefulness of this approach in the area of phonology,
formal linguists have, with varying degrees of success, also attempted to charac-
terise word meaning and word classes in terms of binary features. This approach
reflects an attempt to capture what are, according to many linguists, the funda-
mental properties of human language: the ‘design features’ discreteness and
duality of patterning. Broadly, these features refer to the fact that human lan-
guage is made of smaller discrete units (like speech sounds, morphemes and
words) that can be combined into larger units (like morphemes, words and sen-
tences), and that the capacity for varying the patterns of combination is part of
what gives human language its infinite creativity (compare bin with nib, or Bond
loves blondes with blondes love Bond, for example). Thus different theories of
human language are often united in pursuing the same ultimate objectives — here,
generalisation — but differ in terms of where and how they seek to reach these
objectives.
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Polysemy

Polysemy is the phenomenon where a single linguistic unit exhibits multiple
distinct yet related meanings. Traditionally, this term is restricted to the area of
word meaning (lexical semantics), where it is used to describe words like body
which has a range of distinct meanings that are nevertheless related (for example,
the human body; a corpse; the trunk of the human body; the main or central part
of something). Polysemy is contrasted with homonymy, where two words are
pronounced and/or spelt the same way, but have distinct meanings (compare sole
with soul, for example, which are pronounced the same way but which no speaker
of English would be likely to judge as having related meanings).

Cognitive linguists argue that polysemy is not restricted to word meaning but
is a fundamental feature of human language. According to this view, the ‘dis-
tinct’ areas of language all exhibit polysemy. Cognitive linguists therefore view
polysemy as a key to generalisation across a range of ‘distinct’ phenomena, and
argue that polysemy reveals important fundamental commonalities between
lexical, morphological and syntactic organisation. Let’s look at a few examples.

Polysemy in the lexicon: over

We begin by considering evidence for polysemy at the level of lexical organisa-
tion. The word we will consider is the much studied English preposition over.
Consider the following examples:

(19) a. The picture is over the sofa. ABOVE
b. The picture is over the hole. COVERING
c.  The ball is over the wall. ON-THE-OTHER-SIDE-OF
d. The government handed over power. TRANSFER
e. She has a strange power over me. CONTROL

These sentences illustrate various senses of over, which are listed in the right-
hand column. While each is distinct, they can all be related to one another; they
all derive from a central ‘above’ meaning. We will explore this point in more
detail later in the book (see Chapter 10).

Polysemy in morphology: agentive —er suffix

Just as words like over exhibit polysemy, so do morphological categories.
Consider the bound morpheme -er, the agentive suffix that was briefly discussed
earlier in the chapter:

(20) a. teacher
b. villager
c. toaster
d. best-seller
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In each of the examples in (20), the -er suffix adds a slightly different meaning.
In (20a) it conveys a human AGENT who regularly or by profession carries out
the action designated by the verb, in this instance zeach. In (20b), -er relates to
a person who lives in a particular place, here a village. In (20c) -¢r relates to an
artefact that has the capacity designated by the verb, here toast. In (20d) -er
relates to a particular quality associated with a type of artefact, here the prop-
erty of selling successfully. Each of these usages is distinct: a teacher is a
person who teaches; a toaster is a machine that performs a toasting function;
a best-seller is an artefact like a book that has the property of selling well; and
a villager is a person who dwells in a village. Despite these differences, these
senses are intuitively related in terms of sharing, to a greater or lesser degree,
a defining functional ability or attribute: the ability to teach; the ‘ability’ to
toast; the attribute of selling well; and the attribute of dwelling in a specific
location. This demonstrates the capacity of morphological categories to
exhibit polysemy.

Polysemy in syntax: ditransitive construction

Just as lexical and morphological categories exhibit polysemy, so do syntactic
categories. For instance, consider the ditransitive construction, discussed
by Goldberg (1995). This construction has the following syntax:

(21) SuBJECT VERB OBJECT 1 OBJECT 2

The ditransitive construction also has a range of conventional abstract mean-
ings associated with it, which Goldberg characterises in the terms shown
in (22). Note for the time being that terms like AGENT PATIENT and RECIPI-
ENT are labels for ‘semantic roles’, a topic to which we return in Part III of

the book.

(22) a. SENSE l: AGENT successfully causes recipient to receive PATIENT
INSTANTIATED BY: verbs that inherently signify acts of giving (e.g.
give, pass, hand, serve, feed)

e.g. [y ,Mary] [ ,gave] [, John] [ o8 2 the cake]

b. SENSE 2: conditions of satisfaction imply that AGENT causes
recipient to receive PATIENT
INSTANTIATED BY: verbs of giving with associated satisfaction
conditions (e.g. guarantee, promise, owe)
e.g. Mary promised John the cake

C.  SENSE 3: AGENT causes recipient not to receive PATIENT
INSTANTIATED BY: verbs of refusal (e.g. refuse, deny)
e.g. Mary refused John the cake
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d. SENSE 4: AGENT acts to cause recipient to receive PATIENT at some
future point in time
INSTANTIATED BY: verbs of future transfer (e.g. leave, bequeath,
allocate, reserve, grant)
e.g. Mary left John the cake

e. SENSE 5: AGENT enables recipient to receive PATIENT
INSTANTIATED BY: verbs of permission (e.g. permut, allow)
e.g. Mary permitted John the cake

f.  SENSE 6: AGENT intends to cause recipient to receive PATIENT
INSTANTIATED BY: verbs involved in scenes of creation (e.g. bake,
make, build, cook, sew, knit)

e.g. Mary baked John the cake

While each of the abstract senses associated with ‘ditransitive’ syntax are dis-
tinct, they are clearly related: they all concern volitional transfer, although the
nature of the transfer, or the conditions associated with the transfer, vary from
sense to sense. We will return to discuss constructions like these in more detail
in Part III of the book.

In sum, as we saw for categorisation, cognitive linguists argue that polysemy
is a phenomenon common to ‘distinct’ areas of language. Both ‘fuzzy’ cate-
gories and polysemy, then, are characteristics that unite all areas of human
language and thus enable generalisation within the cognitive linguistics
framework.

Metaphor

Cognitive linguists also argue that metaphor is a central feature of human lan-
guage. As we saw in the previous chapter, metaphor is the phenomenon where
one conceptual domain is systematically structured in terms of another. One
important feature of metaphor is meaning extension. That is, metaphor can
give rise to new meaning. Cognitive linguists argue that metaphor-based
meaning extension can also be identified across a range of ‘distinct’ linguistic
phenomena, and that metaphor therefore provides further evidence in favour
of generalising across the ‘distinct’ areas of language. In this section we’ll con-
sider lexicon and syntax.

Metaphor in the lexicon: over (again)

In the previous section we observed that the preposition over exhibits poly-
semy. One question that has intrigued cognitive linguists concerns how poly-
semy is motivated. That is, how does a single lexical item come to have a

38



THE NATURE OF COGNITIVE LINGUISTICS

multiplicity of distinct yet related meanings associated with it? Lakoff (1987)
has argued that an important factor in motivating meaning extension, and
hence the existence of polysemy, is metaphor. For instance, he argues that the
CONTROL meaning of over that we saw in (19¢) derives from the ABOVE meaning
by virtue of metaphor. This is achieved via application of the metaphor
CONTROL IS UP. This metaphor is illustrated by (23):

(23) a. D’m on top of the situation.
b. She’s at the height of her powers.
c. His power rose.

These examples illustrate that POWER or CONTROL is being understood in terms
of greater elevation (UP). In contrast, lack of power or lack of control is con-
ceptualised in terms of occupying a reduced elevation on the vertical axis
(DOWN), as shown by (24):

(24) a. Her power is on the decline.
b. He is under my control.
c. He’s low in the company hierarchy.

By virtue of the independent metaphor CONTROL IS UP, the lexical item over,
which has an ABOVE meaning conventionally associated with it, can be under-
stood metaphorically as indicating greater control. Through frequency of use
the meaning of CONTROL becomes conventionally associated with over in such
a way that over can be used in non-spatial contexts like (19¢), where it acquires
the CONTROL meaning.

Metaphor in the syntax: the ditransitive (again)

One of the observations that Goldberg makes in her analysis of the ditransitive
construction is that it typically requires a volitional AGENT in subject position.
This is because the meaning associated with the construction is one of inten-
tional transfer. Unless there is a sentient AGENT who has the capacity for inten-
tion, then one entity cannot be transferred to another. However, we do find
examples of this construction where the subject (in square brackets) is not
a volitional AGENT:

(25) a. [The rain] gave us some time.
b. [The missed ball] handed him the victory.

Goldberg argues that examples like these are extensions of the ditransitive con-
struction, and are motivated by the existence of the metaphor CAUSAL EVENTS
ARE PHYSICAL TRANSFERS. Evidence for this metaphor comes from examples
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like the ones in (26), which illustrate that we typically understand abstract
causes in terms of physical transfer:

(26) a. David Beckham put a lot of swerve on the ball.
b. She gave me a headache.

In these examples causal events like causing a soccer ball to swerve, or causing
someone to have a headache, are conceptualised as the transfer of a physical
entity. Clearly the English soccer star David Beckham, well known for his
ability to ‘bend’ a football around defensive walls, cannot literally put ‘swerve’
on a football; ‘swerve’ is not a physical entity that can be ‘put’ anywhere.
However, we have no problem understanding what this sentence means. This
is because we ‘recognise’ the convention within our language system of under-
standing causal events metaphorically in terms of physical transfer.

Goldberg argues that it is due to this metaphor that the ditransitive con-
struction, which normally requires a volitional AGENT, can sometimes have a
non-volitional subject like a missed ball or the rain. The metaphor licenses the
extension of the ditransitive so that it can be used with non-volitional AGENTs.

To conclude the discussion so far, this section has illustrated the view held
by cognitive linguists that various areas of human language share certain
fundamental organising principles. This illustrates the ‘Generalisation
Commitment’ adopted by cognitive linguists. One area in which this approach
has achieved considerable success is in uniting the lexical system with the
grammatical system, providing a unified theory of grammatical and lexical
structure. As we will see in Part III, cognitive approaches to grammar treat
lexicon and syntax not as distinct components of language, but instead as a con-
tinuum. However, the relationship between phonology and other areas of
human language has only recently begun to be explored from a cognitive per-
spective. For this reason, while aspects of the foregoing discussion serve to
illustrate some similarities between the phonological subsystem and the other
areas of the language system, we will have relatively little to say about phonol-
ogy in the remainder of this book.

2.1.2 The ‘Cognitive Commitment’

We turn next to the ‘Cognitive Commitment’. We saw above that the
‘Generalisation Commitment’ leads to the search for principles of language
structure that hold across all aspects of language. In a related manner,
the ‘Cognitive Commitment’ represents the view that principles of linguistic
structure should reflect what is known about human cognition from other
disciplines, particularly the other cognitive sciences (philosophy, psychology,
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artificial intelligence and neuroscience). In other words, it follows from the
‘Cognitive Commitment’ that language and linguistic organisation should
reflect general cognitive principles rather than cognitive principles that are spe-
cific to language. Accordingly, cognitive linguistics rejects the modular theory
of mind that we mentioned above (section 2.1.1). The modular theory of mind
is associated particularly with formal linguistics, but is also explored in other
areas of cognitive science such as philosophy and cognitive psychology, and
holds that the human mind is organised into distinct ‘encapsulated’ modules of
knowledge, one of which is language, and that these modules serve to ‘digest’
raw sensory input in such a way that it can then be processed by the central cog-
nitive system (involving deduction, reasoning, memory and so on). Cognitive
linguists specifically reject the claim that there is a distinct language module,
which asserts that linguistic structure and organisation are markedly distinct
from other aspects of cognition (see Chapter 4). Below we consider three lines
of evidence that, according to cognitive linguists, substantiate the view that lin-
guistic organisation reflects more general cognitive function.

Attention: profiling in language

A very general cognitive ability that human beings have is attention, together
with the ability to shift attention from one aspect of a scene to another. For
instance, when watching a tennis match we can variously attend to the umpire,
the flight of the ball back and forth, one or both of the players or parts of the
crowd, zooming ‘in and out’ so to speak. Similarly, language provides ways of
directing attention to certain aspects of the scene being linguistically encoded.
This general ability, manifest in language, is called profiling (Langacker 1987,
among others; see also Talmy’s (2000) related notion of attentional windowing).

One important way in which language exhibits profiling is in the range of
grammatical constructions it has at its disposal, each of which serves to profile
different aspects of a given scene. For instance, given a scene in which a boy
kicks over a vase causing it to smash, different aspects of the scene can be lin-
guistically profiled:

(27) a. The boy kicks over the vase.
b. The vase is kicked over.
c¢. The vase smashes into bits.
d. The vase is in bits.

In order to discuss the differences between the examples in (27), we’ll be
relying on some grammatical terminology that may be new to the reader.
We will explain these terms briefly as we go along, but grammatical terms are
explained in more detail in the grammar tutorial in Chapter 14.
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The aspects of the scene profiled by each of these sentences are represented
in Figure 2.2. Figure 2.2(a) corresponds to sentence (27a). This is an active sen-
tence in which a relationship holds between the initiator of the action (the boy)
and the object that undergoes the action (the vase). In other words, the boy is
the AGENT and the vase is the PATIENT. In Figure 2.2(a) both AGENT and
PATIENT are represented by circles. The arrow from the AGENT to the PATIENT
represents the transfer of energy, reflecting the fact that the AGENT is acting
upon the PATIENT. Moreover, both AGENT and PATIENT, as well as the energy
transfer, are represented in bold. This captures the fact that the entire action
chain is being profiled, which is the purpose of the active construction.

Now let’s compare sentence (27b). This is a passive sentence, and is repre-
sented by Figure 2.2(b). Here, the energy transfer and the PATIENT are being pro-
filed. However, while the AGENT is not mentioned in the sentence, and hence is
not in profile, it must be understood as part of the background. After all, an action
chain requires an AGENT to instigate the transfer of energy. To represent this fact,
the AGENT is included in Figure 2.2(a), but is not featured in bold, reflecting the
position that the AGENT is contextually understood but not in profile.

The third sentence, example (27c), profiles the change in the state of the
vase: the fact that it smashes into bits. This is achieved via a subject-verb-
complement construction. A complement is an obligatory element that is
required by another element in a sentence to complete its meaning. In (27c),
the complement is the expression info bits, which completes the meaning of the
expression smashes. This is captured by Figure 2.2(c). In figure 2.2(c) it is the
internal change of state of the vase that is profiled. The arrow within the circle
(the circle depicts the vase) shows that the vase is undergoing an internal change
of state. The state the vase is ‘moving to’ is represented by the box with the letter
‘D’ inside it. This stands for the state IN BITS. In this diagram the entity, the
change of state and the resulting state are all in bold, reflecting the fact that all
these aspects of the action chain are being profiled by the corresponding sentence.

AGENT PATIENT PATIENT

O-O O—O
@ .

Figure 2.2 Profiling
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Finally, consider sentence (27d). The grammatical form of this sentence is
the subject-copula-complement construction. The copula is the verb be, which
is specialised for encoding a particular state. In this case the state is IN BITS,
which is captured in Figure 2.2(d).

In sum, each of the constructions ACTIVE, PASSIVE, SUBJECT-VERB-
COMPLEMENT and SUBJECT-COPULA-COMPLEMENT is specialised for profiling
a particular aspect of an action chain. In this way, linguistic structure reflects
our ability to attend to distinct aspects of a scene. These examples demon-
strate how linguistic organisation reflects a more general cognitive ability:
attention.

It is worth observing at this point that constructions of the kind we have just
discussed are not restricted to encoding a canonical action chain (one involving
the transfer of energy). For example, the active construction can often be
applied in cases where an action is not involved. Consider stative verbs, like
own. A stative verb encodes a relatively stable state that persists over time. This
verb can appear in active or passive constructions, even though it describes
a state rather than an action:

(28) a. John not Steve owns the shop on Trafalgar Street.  [active]
b. The shop on Trafalgar Street is owned [passive]
by John not Steve.

In Part III of the book, we will return in more detail to the issue of grammat-
ical constructions and the range of meanings associated with them.

Categorisation: fuzzy categories

We saw above that enitites like cups constitute fuzzy categories, which are char-
acterised by the fact that they contain members that are more or less represen-
tative of the category. This results in a set of members related by family
resemblance rather than a single criterial feature, or a limited set of criterial fea-
tures possessed by every member of the category. In other words, categories
formed by the human mind are rarely ‘neat and tidy’. We also saw that fuzzy
categories are a feature of language in that members of linguistic categories,
despite important similarities, often show quite distinct behaviour. In other
words, according to the cognitive framework, the same principles that hold for
categorisation in general also hold for linguistic categorisation.

Metaphor

As we began to see in the previous chapter, and as we will see in further detail
in Chapter 9, the view adopted in cognitive linguistics is that metaphor is
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a conceptual rather than a purely linguistic phenomenon. Moreover, the key
proponents of the conceptual metaphor approach, George Lakoff and Mark
Johnson (1980, 1999), argue that many of the ways in which we think and act
are fundamentally metaphorical in nature.

For instance, we conceptualise institutions like governments, universities,
and businesses in terms of a hierarchy. Diagrams of such institutions place the
person with the highest rank at the top or ‘head’, while the person with the
lowest rank is placed at the lowest point or ‘bottom’. In other words, hierarchies
are conceptualised and represented non-linguistically in terms of the concep-
tual metaphor CONTROL/POWER IS UP.

Just as metaphors like CONTROL IS UP show up in a range of modalities, that
is different ‘dimensions’ of expression such as social organisation, pictorial
representation or gesture, among others, we have begun to see that they are
also manifest in language. The English preposition over has a conventional
CONTROL meaning associated with it, precisely because of meaning extension
due to the conceptual metaphor CONTROL IS UP.

In the foregoing discussion, we have explored three ways in which aspects of
general cognition show up in language. Evidence of this kind forms the basis
of the cognitive argument that language reflects general cognition.

2.2 The embodied mind

In this section, we turn to embodiment, a central idea in cognitive linguistics.
Since the seventeenth-century French philosopher René Descartes developed
the view that mind and body are distinct entities — the principle of mind/body
dualism — there has been a common assumption within philosophy and the
other more recent cognitive sciences that the mind can be studied without
recourse to the body, and hence without recourse to embodiment. In modern
linguistics this rationalist approach has been most evident in formal
approaches such as the Generative Grammar approach developed by Noam
Chomsky (see Chapter 22) and formal approaches to semantics, such as the
framework developed by Richard Montague (see Chapter 13). Proponents of
these approaches argue that it is possible to study language as a formal or com-
putational system, without taking into account the nature of human bodies or
human experience.

In contrast, cognitive linguistics is not rationalist in this sense, but instead
takes its inspiration from traditions in psychology and philosophy that empha-
sise the importance of human experience, the centrality of the human body,
and human-specific cognitive structure and organisation, all of which affect
the nature of our experience. According to this empiricist view, the human
mind — and therefore language — cannot be investigated in isolation from
human embodiment.
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2.2.1 Embodied experience

The idea that experience is embodied entails that we have a species-specific
view of the world due to the unique nature of our physical bodies. In other
words, our construal of reality is likely to be mediated in large measure by the
nature of our bodies.

One obvious way in which our embodiment affects the nature of experience is
in the realm of colour. While the human visual system has three kinds of photo-
receptors or colour channels, other organisms often have a different number. For
instance, the visual system of squirrels, rabbits and possibly cats, makes use of
two colour channels, while other organisms, like goldfish and pigeons, have four
colour channels. Having a different range of colour channels affects our experi-
ence of colour in terms of the range of colours accessible to us along the colour
spectrum. Some organisms can see in the infrared range, like rattlesnakes, which
hunt prey at night and can visually detect the heat given off by other organisms.
Humans are unable to see in this range. As this simple example demonstrates,
the nature of our visual apparatus — one aspect of our physical embodiment —
determines the nature and range of our visual experience.

Similarly, the nature of our biological morphology (the kinds of body parts
we have), together with the nature of the physical environment with which we
interact, determines other aspects of our experience. For instance, while
gravity is an objective feature of the world, our experience of gravity is deter-
mined by our bodies and by the ecological niche we inhabit. For instance,
hummingbirds — which can flap their wings up to a remarkable fifty times per
second — respond to gravity in a very different way from humans. In order to
overcome gravity, hummingbirds are able to rise directly into the air without
pushing off from the ground, due to the rapid movement of their wings.
Moreover, due to their small size, their experience of motion is rather different
from ours: hummingbirds can stop almost instantaneously, experiencing little
momentum. Compare this with the experience of a sprinter at the end of a
100m race: a human cannot stop instantaneously but must take a few paces to
come to a standstill.

Now consider organisms that experience gravity in an even more different
way. Fish, for example, experience very little gravity, because water reduces its
effect. This explains their morphology, which is adapted to the ecological niche
they inhabit and enables motion through a reduced-gravity environment. The
neuroscientist Ernst Poppel (1994) has even suggested that different organisms
might have different kinds of neural ‘timing mechanisms’ which underpin abil-
ities such as event perception (see Chapter 3). This is likely to affect their expe-
rience of time. The idea that different organisms have different kinds of
experiences due to the nature of their embodiment is known as variable
embodiment.
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2.2.2 Embodied cognition

The fact that our experience is embodied — that is, structured in part by the
nature of the bodies we have and by our neurological organisation — has con-
sequences for cognition. In other words, the concepts we have access to and
the nature of the ‘reality’ we think and talk about are a function of our embodi-
ment: we can only talk about what we can perceive and conceive, and the
things that we can perceive and conceive derive from embodied experience.
From this point of view, the human mind must bear the imprint of embodied
experience.

In his now classic 1987 book, The Body in the Mind, Mark Johnson proposes
that one way in which embodied experience manifests itself at the cognitive
level is in terms of image schemas (see Chapter 6). These are rudimentary
concepts like CONTACT, CONTAINER and BALANCE, which are meaningful
because they derive from and are linked to human pre-conceptual experi-
ence: experience of the world directly mediated and structured by the human
body. These image-schematic concepts are not disembodied abstractions, but
derive their substance, in large measure, from the sensory-perceptual experi-
ences that give rise to them in the first place. Lakoff (1987, 1990, 1993) and
Johnson (1987) have argued that embodied concepts of this kind can be sys-
tematically extended to provide more abstract concepts and conceptual domains
with structure. This process is called conceptual projection. For example,
they argue that conceptual metaphor (which we discussed briefly above and to
which we return in detail in Chapter 9) is a form of conceptual projection.
According to this view, the reason we can talk about being i states like love or
trouble (29) is because abstract concepts like LOVE are structured and therefore
understood by virtue of the fundamental concept CONTAINER. In this way,
embodied experience serves to structure more complex concepts and ideas.

(29) a. George is in love.
b. Lily is in trouble.
c¢. The government is in a deep crisis.

The developmental psychologist Jean Mandler (e.g. 1992, 1996, 2004) has made
anumber of proposals concerning how image schemas might arise from embod-
ied experience. Starting at an early age, and certainly by two months, infants
attend to objects and spatial displays in their environment. Mandler suggests
that by attending closely to such spatial experiences, children are able to abstract
across similar kinds of experiences, finding meaningful patterns in the process.
For instance, the CONTAINER image schema is more than simply a spatio-
geometric representation. Itis a ‘theory’ about a particular kind of configuration
in which one entity is supported by another entity that contains it. In other
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words, the CONTAINER schema is meaningful because containers are meaningful
in our everyday experience. Consider the spatial scene described in (30).

(30) The coffee is in the cup.
Tyler and Evans make the following observations about this spatial scene:

. . . the spatial scene relating to iz involves a containment function,
which encompasses several consequences such as locating and limiting
the activities of the contained entity. Being contained in the cup pre-
vents the coffee from spreading out over the table; if we move the cup,
the coffee moves with it. (Tyler and Evans 2003: ix)

It is for this reason that the English preposition iz can be used in scenes that
are non-spatial in nature, like the examples in (29). It is precisely because
containers constrain activity that it makes sense to conceptualise POWER and
all-encompassing states like LOVE or CRISIS in terms of CONTAINMENT.
Mandler (2004) describes this process of forming image schemas in terms of a
redescription of spatial experience via a process she labels perceptual
meaning analysis. As she puts it, {O]ne of the foundations of the conceptu-
alizing capacity is the image schema, in which spatial structure is mapped into
conceptual structure’ (Mandler 1992: 591). She further suggests that ‘Basic,
recurrent experiences with the world form the bedrock of the child’s semantic
architecture, which is already established well before the child begins produ-
cing language’ (Mandler 1992: 597). In other words, it is experience, meaning-
ful to us by virtue of our embodiment, that forms the basis of many of our most
fundamental concepts.

2.2.3 Experiential realism

An important consequence of viewing experience and conceptualisation as
embodied is that this affects our view of what reality is. A widely held view in
formal semantics is that the role of language is to describe states of affairs in
the world. This rests on the assumption that there is an objective world ‘out
there’, which language simply reflects. However, cognitive linguists argue that
this objectivist approach misses the point that there cannot be an objective
reality that language reflects directly, because reality is not objectively given.
Instead, reality is in large part constructed by the nature of our unique human
embodiment. This is not to say that cognitive linguists deny the existence of an
objective physical world independent of human beings. After all, gravity exists,
and there is a colour spectrum (resulting from light striking surfaces of
different kinds and densities), and some entities give off heat, including body
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heat, which can only be visually detected in the infrared range. However, the
parts of this external reality to which we have access are largely constrained by
the ecological niche we have adapted to and the nature of our embodiment. In
other words, language does not directly reflect the world. Rather, it reflects our
unique human construal of the world: our ‘world view’ as it appears to us
through the lens of our embodiment. In Chapter 1 we referred to human reality
as ‘projected reality’, a term coined by the linguist Ray Jackendoff (1983).

This view of reality has been termed experientialism or experiential
realism by cognitive linguists George Lakoff and Mark Johnson. Experiential
realism assumes that there is a reality ‘out there’. Indeed, the very purpose of
our perceptual and cognitive mechanisms is to provide a representation of this
reality, and thus to facilitate our survival as a species. After all, if we were unable
to navigate our way around the environment we inhabit and avoid dangerous
locations like clifftops and dangerous animals like wild tigers, our cognitive
mechanisms would be of little use to us. However, by virtue of being adapted
to a particular ecological niche and having a particular form and configuration,
our bodies and brains necessarily provide one particular perspective among
many possible and equally viable perspectives. Hence, experiential realism
acknowledges that there is an external reality that is reflected by concepts and
by language. However, this reality is mediated by our uniquely human experi-
ence which constrains the nature of this reality ‘for us’.

2.3 Cognitive semantics and cognitive approaches to grammar

Having set out some of the fundamental assumptions behind the cognitive
approach to language, in this section we briefly map out the field of cognitive
linguistics. Cognitive linguistics can be broadly divided into two main areas:
cognitive semantics and cognitive (approaches to) grammar. However,
unlike formal approaches to linguistics, which often emphasise the role of
grammar, cognitive linguistics emphasises the role of meaning. According to the
cognitive view, a model of meaning (a cognitive semantics) has to be delineated
before an adequate cognitive model of grammar can be developed. Hence a cog-
nitive grammar assumes a cognitive semantics and is dependent upon it. This
is because grammar is viewed within the cognitive framework as a meaningful
system in and of itself, which therefore shares important properties with the
system of linguistic meaning and cannot be meaningfully separated from it.
The area of study known as cognitive semantics, which is explored in detail
in Part IT of the book, is concerned with investigating the relationship between
experience, the conceptual system and the semantic structure encoded by lan-
guage. In specific terms, scholars working in cognitive semantics investigate
knowledge representation (conceptual structure) and meaning construction
(conceptualisation). Cognitive semanticists have employed language as the
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lens through which these cognitive phenomena can be investigated. It follows
that cognitive semantics is as much a model of mind as it is a model of linguis-
tic meaning.

Cognitive grammarians have also typically adopted one of two foci. Scholars
like Ronald Langacker have emphasised the study of the cognitive principles
that give rise to linguistic organisation. In his theoretical framework Cognitive
Grammar, Langacker has attempted to delineate the principles that serve to
structure a grammar, and to relate these to aspects of general cognition.
Because the term ‘Cognitive Grammar’ is the name of a specific theory, we use
the (rather cumbersome) expression ‘cognitive (approaches to) grammar’ as
the general term for cognitively oriented models of the language system.

The second avenue of investigation, pursued by researchers including
Fillmore and Kay (Fillmore ez a/. 1988; Kay and Fillmore 1999), Lakoff (1987),
Goldberg (1995) and more recently Bergen and Chang (2005) and Croft (2002),
aims to provide a more descriptively detailed account of the units that comprise
a particular language. These researchers have attempted to provide an inven-
tory of the units of language. Cognitive grammarians who have pursued this
line of investigation are developing a collection of theories that can collectively
be called construction grammars. This approach takes its name from the
view in cognitive linguistics that the basic unit of language is a form-meaning
symbolic assembly which, as we saw in Chapter 1, is called a construction.

It follows that cognitive approaches to grammar are not restricted to inves-
tigating aspects of grammatical structure largely independently of meaning, as
is often the case in formal traditions. Instead, cognitive approaches to grammar
encompass the entire inventory of linguistic units defined as form-meaning
pairings. These run the gamut from skeletal syntactic configurations like the
ditransitive construction we considered earlier, to idioms, to bound mor-
phemes like the -er suffix, to words. This entails that the received view of
clearly distinct ‘sub-modules’ of language cannot be meaningfully upheld
within cognitive linguistics, where the boundary between cognitive semantics
and cognitive (approaches to) grammar is less clearly defined. Instead, meaning
and grammar are seen as two sides of the same coin: to take a cognitive
approach to grammar is to study the units of language and hence the language
system itself. To take a cognitive approach to semantics is to attempt to under-
stand how this linguistic system relates to the conceptual system, which in turn
relates to embodied experience. The concerns of cognitive semantics and cog-
nitive (approaches to) grammar are thus complementary. This idea is repre-
sented in Figure 2.3. The organisation of this book reflects the fact that it is
practical to divide up the study of cognitive linguistics into these two areas for
purposes of teaching and learning. However, this should not be taken as an
indication that these two areas of cognitive linguistics are independent areas of
study or research.
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Cognitive linguistics
The study of language in a way that is
compatible with what is known about the
human mind, treating language as reflecting and
revealing the mind

Cognitive semantics Cognitive approaches to grammar
The study of the relationship between The study of the symbolic linguistic
experience, embodied cognition and units that comprise language
language

Figure 2.3 The study of meaning and grammar in cognitive linguistics

2.4 Summary

In this chapter, we have provided an overview of the assumptions and commit-
ments that make cognitive linguistics a distinctive enterprise. We have outlined
two key commitments widely shared by cognitive linguists. These are the
‘Generalisation Commitment’ and the ‘Cognitive Commitment’. These
two commitments underlie the orientation and approach adopted by cognitive
linguists, and the assumptions and methodologies employed in the two main
branches of the cognitive linguistics enterprise, cognitive semantics and cog-
nitive (approaches to) grammar. We also introduced the embodied cogni-
tion thesis which is central to much research in cognitive linguistics and
addresses the nature of the relationship between language, mind and experi-
ence. The view taken in cognitive linguistics is that conceptual organisation
within the human mind is a function of the way our species-specific bodies
interact with the environment we inhabit. Finally, we provided a brief overview
of cognitive semantics and cognitive approaches to grammar which are
addressed in detail in Part IT and Part I1I of the book, respectively.

Further reading
Assumptions in cognitive linguistics

The following are all articles by leading cognitive linguists that set out the
assumptions and the nature of the cognitive linguistics enterprise:

* Fauconnier (1999). A discussion of methodological issues and the
nature of the approach adopted in cognitive linguistics, particularly
with respect to meaning. Fauconnier, one of the early pioneers in
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cognitive linguistics, illustrates with examples from the theory of
conceptual blending, which he developed in joint work with Mark
Turner.

Lakoff (1990). In the first part of this important article, published in
the very first volume of the journal Cognitive Linguistics, Lakoff dis-
cusses issues relating to the ‘Generalisation Commitment’ and the
‘Cognitive Commitment’. He also explains how cognitive linguistics
differs from Generative Grammar.

Langacker (1999a). An important article by another pioneering
figure in cognitive linguistics. In this article, Langacker evaluates the
approach and methodologies employed in cognitive linguistics and
relates this to the formalist and functionalist traditions in linguistics.
He illustrates with a discussion from some of the key constructs in his
Cognitive Grammar framework.

Talmy (2000: Vol. I, 1-18). In the introduction to his two-volume
edifice, Toward a Cognitive Semantics, Talmy outlines his view of the
cognitive linguistics enterprise and describes how his own work fits in
with and has contributed to this endeavour.

Embodied cognition

Clark (1997). Drawing on recent work in robotics, neuroscience,
psychology and artificial intelligence, Clark, a leading cognitive scien-
tist, presents a compelling and highly accessible overview of the new
science of the embodied mind.

Evans (2004a). This book addresses how time, a fundamental aspect
of human experience, is conceptualised. The discussion relates
neurological, phenomenological and sensory-perceptual aspects of
embodied experience to the experience of temporal cognition as
revealed by language. Chapter 4 provides a presentation of some
key arguments for the cognitive linguistics perspective on embodied
cognition.

Lakoft (1987). This is a classic work by one of the pioneers in cogni-
tive linguistics. Part II of the book is particularly important for the
development of experiential realism.

Lakoff and Johnson (1980). This short volume laid the foundations
for the approach to embodied cognition in cognitive linguistics.
Lakoff and Johnson (1999). This represents an updated account of
experiential realism as developed by Lakoff and Johnson (1980).
Mandler (2004). Influential developmental psychologist Jean Mandler
argues for the role of image schemas in the development of conceptual
structure and organisation.
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* Varela, Thompson and Rosch (1991). A highly influential book on
embodiment, cognition and human experience by leading cognitive
scientists.

Exercises

2.1 Categorisation and family resemblance

The philosopher Wittgenstein famously argued that the category GAME
exhibits family resemblance. To test this, first make a list of as many different
kinds of games as you can think of. Now see if there is a limited set of condi-
tions that is common to this entire list (‘necessary’ conditions) and sufficient to
distinguish this category from other related categories (‘sufficient’ conditions)
like competitions, amusement activities and so on. Do your conclusions
support or refute Wittgenstein’s claim?

Now see if you can identify the ways in which the different games you list
share family resemblance ‘traits’. Try to construct a ‘radial’ network showing
the degrees of family resemblance holding between games of different kinds.
A radial network is a diagram in which the most/more prototypical game(s)
is/are placed at the centre and less prototypical games are less central, radiat-
ing out from the centre.

2.2 Polysemy

Consider the word /%ead. Try and come up with as many different meanings for
this word as possible. You may find it helpful to collect or create sentences
involving the word.

Now consider the closed-class word you. Cognitive linguists assume that
even closed-class words exhibit polysemy. Collect as many sentences as you can
involving you and try and identify differences in how this word is used. Do your
findings support the view that this word exhibits polysemy?

2.3 Metaphor

Reconsider the different meanings for /4ead that you uncovered in the previous
exercise. Would you class any of these distinct meanings as metaphorical?
Explain your reasoning. Now try and give an account of what motivated the
extension from the ‘core’ meaning of /ead to the metaphoric usage(s).

2.4 Image schemas

The spatial meanings associated with prepositions present a clear case of the
way in which image schemas underpin language. In view of this, what sets of
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image schemas might underpin the semantic distinction between the prepos-
itions up/down and above/under?

Now consider the metaphoric use of the prepositions oz and iz in the follow-
ing sentences:

(a) The guard is on duty.
(a”) The shoes are on sale.

(b) Munch’s painting The Scream portrays a figure in despair.
(b”) Sven is in trouble with Nancy.

What might be the experiential basis for the fact that states like SALES and DUTY
are described in terms of ON, while states like DESPAIR and TROUBLE are
described in terms of IN? We saw in this chapter that the CONTAINER image
schema plausibly underpins IN. What might be the image schema underpin-
ning ON?
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Universals and variation in language, thought
and experience

As we saw in Chapter 2, the cognitive linguistics enterprise is characterised by
two commitments: (1) the ‘Generalisation Commitment’ —a commitment
to the characterisation of general principles that are responsible for all aspects
of human language; and (2) the ‘Cognitive Commitment’ — a commitment
to providing a characterisation of general principles for language that accords
with what is known about the mind and brain from other disciplines (Lakoff
1990). An important consequence of this approach is the position that language
does not result from an encapsulated ‘module’ of specialised knowledge, separ-
able from general cognition (in contrast with the view developed in formal
approaches to linguistics), but instead that language reflects and is informed by
non-linguistic aspects of cognition. In particular, given the premise that the
principles that inform language reflect general cognitive principles, the lan-
guage system itself can be seen as a window that enables the direct investiga-
tion of conceptual structure (knowledge representation, including the
structure and organisation of concepts) and conceptualisation (the process
of meaning construction).

Although cognitive linguists have often been concerned with investigating
the general cognitive principles (common to all humans) that govern language,
it does not follow from this that all languages are the same, either in terms of
grammatical structure or semantic structure. In this chapter, we review some
influential cognitively oriented studies that demonstrate that languages can
exhibit radically different conceptual organisation and structure. It seems that
common cognitive principles do not give rise to uniform linguistic organisation
and structure. On the contrary, cross-linguistic variation is widespread. At
the same time, the existence of certain common patterns across languages is
a matter of empirical fact. These common patterns are known as linguistic
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universals. For cognitive linguists, these commonalities are explained by the
existence of general cognitive principles shared by all humans, in addition to
the fundamentally similar experiences of the world also shared by all humans
due to embodiment. Nevertheless, given the premise that language reflects cog-
nitive organisation, the existence of cross-linguistic variation entails that
speakers of different languages have different underlying conceptual systems.
This view has implications for the thesis of linguistic relativity or linguis-
tic determinism — the view that the language you speak affects or determines
how you see the world, most famously expounded in the writings of Benjamin
Lee Whorf in the 1930s and 1940s. Hence, once we have developed the cogni-
tive linguistics approach to linguistic universals and cross-linguistic variation
as we see it, we will re-examine the Whorfian linguistic relativity principle.

3.1 Universals in thought and language

We begin by considering the issue of linguistic universals. It is important to
observe here that the term ‘linguistic universal’ can be understood in two quite
distinct ways. On the one hand, the term can refer to patterns of similarity that
are attested in typological studies: these are usually large-scale comparative
studies that set out to discover linguistic patterns in relation to a given phe-
nomenon. The existence of the typological universals uncovered by these
studies is a matter of empirical fact and is uncontroversial. On the other hand,
the term ‘universal’ can also be used to refer to underlying principles of lin-
guistic organisation and structure that are represented in the human mind.
This view is most prominently associated with the generative grammar frame-
work developed by Noam Chomsky, which assumes the existence of a
Universal Grammar: a set of innate universal principles that equips all
humans to acquire their native language and is also held to account for patterns
of cross-linguistic similarity. This view is controversial for many linguists,
including cognitive linguists. We will briefly set out the assumptions of the
Generative Grammar model below (section 3.1.2), and return to these issues in
more detail towards the end of the book (Chapter 22), but consider for the time
being the following extract from Levinson (1996):

It may be claimed, the Kantian categories of space, time, cause and so
on, form the fundamental ground of our reasoning; they cannot be
inferred from experience, but are what we bring to the interpretation
of experience from our biological endowment. Thus the conceptual
architecture, the essential conceptual parameters, are, as Leibniz
would have it, ‘innate ideas’. This line of thought dominates current
speculations in the cognitive sciences. It is a view reinforced from
many quarters: evolutionary biology and neurophysiology stress the
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closeness of our neurological equipment to that of our mammalian
cousins, studies of human development (following Piaget) assume an
unfolding of inborn potential, psychological models of processing are
often presumed to be models of ‘hardware’ properties rather than
models of learned or acquired tendencies or ‘software’, and so on. In
linguistics, the adoption of natural science ideals has led to the search
for universals without parallel concern for language differences.
(Levinson 1996: 133)

As Levinson’s comment suggests, the search for linguistic universals (in the
sense of universal cognitive principles of language) has preoccupied much of
modern linguistics, particularly since the advent of Chomsky’s work on gener-
ative grammar in the 1950s. However, as Levinson observes, the search for
Universal Grammar has prompted some linguists to argue that quite radical
cross-linguistic variation has been ignored by formal linguists. To provide just
a few examples, languages can range from having between eleven and 141 dis-
tinctive speech sounds; some languages lack morphological marking for prop-
erties like number (singular or plural) or tense; and some languages appear to
lack syntactic constraints on word order, or fail to exhibit familiar word classes
such as adjective.

Despite the widespread view within formal linguistics that linguistic struc-
ture across languages is broadly similar (and can eventually be stated in terms
of a small set of universal principles known as Universal Grammar), studies set
within this tradition tend not to be concerned with large-scale cross-linguistic
comparison. The branch of linguistics that is concerned with large-scale cross-
linguistic comparison, linguistic typology, reveals the relative rarity of
absolute universals in the sense of patterns of similarity that hold across all lan-
guages. Instead, the universals that do emerge are conditional generalisations
that can be established to have some statistical validity, as we will see below
(section 3.1.1).

As we have already noted, cognitive linguists assume that language reflects
conceptual structure and organisation. It follows from this assumption that
cross-linguistic differences should point to underlying conceptual differences.
Cognitive linguists therefore argue that evidence of variation across languages
suggests that languages encode very different kinds of conceptual systems.
However, these distinct conceptual systems are thought to emerge from a
common conceptualising capacity, which derives from fundamental shared
aspects of human cognition. Rather than positing universal linguistic prin-
ciples, then, cognitive linguists posit a common set of cognitive abilities, which
serve to both facilitate and constrain the development of our conceptual
systems (our repository of concepts). Although cross-linguistic analysis
reveals that the range of possible conceptual systems found in language is
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delimited in certain fundamental ways, the languages of the world can and do
exhibit a wide range of variation. Cognitive linguists argue that this fact,
revealed by typologists, seriously undermines the position that there can be
universal principles of language of the kind posited by formal linguists.

3.1.1 Typological universals

According to Croft (2003: 1-2), the term ‘linguistic typology’ is used in three
distinct ways to refer to three different types of approach that fall within the
broader discipline of linguistic typology. The first approach, which he calls
typological classification, involves the assignment of a given language to a
single type, based on its properties in a certain area (morphology, word order
and so on). The nineteenth- and early twentieth-century typological approach
is a representative example, where the emphasis was on developing descriptive
taxonomies. For example, in traditional morphological classification, a language
is classified as belonging to the ‘isolating’ type if it lacks grammatical affixes,
while a language is classified as belonging to the ‘agglutinating’ type if it has
grammatical affixes that each encode a single grammatical feature.

The second approach within linguistic typology is what Croft calls typo-
logical generalisation. This involves the search for systematic patterns
across languages (linguistic universals), and identifies what patterns of varia-
tion can be predicted to exist on the basis of those observed patterns. This
approach has its roots in the work begun by Joseph Greenberg in the 1960s, and
in emphasising the predictions that emerge from attested patterns about what
is a possible human language goes a step further than the essentially taxonomic
approach of typological classification.

The third approach within linguistic typology is what Croft calls functional
typology. This modern approach rests upon typological generalisation, but
goes a step further in developing a theoretical framework that seeks to set out
explanations for the observed patterns. This approach is called ‘functional’
typology because it explains these patterns in terms of how language is used for
purposes of communication. Functional typology has been developed by typol-
ogists such as Bernard Comrie, Talmy Givon, John Haiman, Paul Hopper and
William Croft, among others.

Modern linguistic typology adopts large-scale cross-linguistic sampling as
its methodology. The size of the sample varies according to the extent to which
the phenomenon under investigation is widespread, as well as being con-
strained by practical considerations; the typical sample size is in the region of
100-200 languages (out of the estimated six thousand living languages in the
world). It is important that the generalisations stated by typologists have sta-
tistical validity, otherwise they cannot be upheld. The languages that make up
these samples are carefully selected, taking into consideration factors that
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might affect the reliability of the resulting generalisations, such as genetic rela-
tionships between languages and contact between neighbouring but genetically
unrelated languages.

Linguistic typologists have discovered that, although it is possible to state
certain properties that hold for all languages (unrestricted universals), cross-
linguistic variation is ubiquitous. However, typologists have also discovered
that, while languages can and do vary, cross-linguistic variation is con-
strained, and these constraints can be stated in terms of implicational uni-
versals. Indeed, from the perspective of linguistic typology, it is the constraints
on variation that make up the universals of language, rather than a set of uni-
versal principles that capture the properties that languages have in common
(Universal Grammar). Let’s look more closely at the distinction between
unrestricted universals and implicational universals, which makes this point
clearer.

An unrestricted universal states that all languages show a particular
pattern with respect to some structural feature, while the other logically pos-
sible pattern(s) are unattested. Croft (2003: 52) provides the example in (1).

(1) All languages have oral vowels.

This means that the other logical possibility, that there are languages without
oral vowels, is not attested. This type of unrestricted universal pinpoints
cross-linguistic similarity and is relatively uninteresting to typologists
because it does not reveal a pattern in the same way that cross-linguistic
differences do.

It is much more common for typologists to state implicational universals,
which do not state that all languages show the same pattern with respect to a
given phenomenon, but instead state the restrictions on the logically possible
patterns, usually in the following format: ‘If language X has property Y, then
it will also have property Z’. As Croft (2003: 54) points out, this type of uni-
versal pinpoints patterns in variation rather than similarity, since each impli-
cational universal sets out a set of distinct attested possibilities. Croft provides
the example in (2), which was proposed by Hawkins (1983: 84, cited in Croft
2003: 53). This implicational universal rests upon the four logically possible
patterns listed in (3).

(2) If a language has noun before demonstrative, then it has noun before
relative clause.

(3) a. languages where both demonstratives and relative clauses follow
the noun

b. languages where both demonstratives and relative clauses precede
the noun
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c. languages where demonstrative precedes and relative clause follows
the noun

d. languages where demonstrative follows and relative clause pre-
cedes the noun

Observe that the implicational universal in (2) excludes the possibility described
in (3d). In this way, the implicational universal states the limits on cross-
linguistic variation by restricting the possibilities to those described in
(32)—(3c), and entails an absolute universal by stating that the pattern in (3d) is
unattested. In reality, most of the universals posited by typologists are of this
kind, or indeed of a more complex kind. Croft describes the differences between
typological and generative approaches as follows:

One of the major differences between the generative and typological
approaches is what direction to generalize first. Given a grammatical
phenomenon such as a relative clause structure in English, one could
generalize in several directions. One could compare the relative clause
structure with other complex sentence structures in English . . . and
then generalize over these different structures in English. This is the
classic structuralist-generative approach. Alternatively, one could
compare relative clause structure in English with relative clause struc-
ture in other languages, and then generalize over relative clauses in
human languages. This is the classic typological approach . . . the
typologist begins with cross-linguistic comparisons, and then com-
pares typological classifications of different structural phenomena,
searching for relationships. In contrast, the generative linguist begins
with language-internal structural generalizations and searches for cor-
relations of internal structural facts, and only then proceeds to cross-
linguistic comparison. (Croft 2003: 285)

A further important difference between functional typology and the generative
approach is that functional typologists reject the idea of specialised innate lin-
guistic knowledge (Universal Grammar). Instead, functional typology comes
much closer to cognitive linguistics in orientation, in two important ways.
Firstly, functional typology emphasises language function and use in develop-
ing explanations for linguistic phenomena. Secondly, functional typology
appeals to non-linguistic aspects of cognition to explain the properties of lan-
guage. For example, many typologists adopt some version of a semantic map
model in accounting for typological patterns (Croft 2003: 133). A semantic
map is a language-specific typological pattern, which rests upon a universal
conceptual space or system of knowledge. We return to look at this idea in
more detail at the end of Part III (Chapter 20).
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3.1.2 Universals in formal linguistics

We can now look in more detail at the issue of universals from a formal perspec-
tive. There are two prominent formal approaches that address this issue: (1) the
Universal Grammar hypothesis, which relates to grammatical structure; and
(2) the semantic decomposition approach(es), which relates to semantic
structure. What is common to both approaches is the hypothesis that linguistic
knowledge has innate pre-specification. From this perspective, while languages
may differ ‘on the surface’ (for example, in terms of the speech sounds they use
or in terms of word order), beneath the surface they are broadly similar, and this
similarity is explained by the existence of a universal set of primitives together
with a universal set of principles that operate over these primitives.

Universal Grammar

The Universal Grammar hypothesis was proposed by Chomsky, and represents
an attempt to explain not only why linguistic universals exist, but also how chil-
dren come to acquire the language(s) they are exposed to so rapidly. The
Universal Grammar hypothesis goes hand in hand with the nativist hypothe-
sis, which holds that the principles of Universal Grammar are innate rather than
learned (see Chapter 4). However, Chomsky does not claim that children are
born with a fully specified grammar. Children still have to go through the process
of acquiring the grammar of the language(s) they are exposed to. Instead, what
is claimed to be universal and innate is the pre-specification, which we can think
of as a kind of ‘blueprint’ that guides what is possible. Chomsky (1965) presented
this pre-specification in terms of what he called formal and substantive uni-
versals. Substantive universals are grammatical categories like noun and verb,
and grammatical functions like subject and object: what we might think of as the
basic ‘building blocks’ of grammar. Chomsky (1965: 66) suggests that languages
select from a universal set of these substantive categories. Formal universals are
rules like phrase structure rules, which determine how phrases and sentences
can be built up from words, and derivational rules, which guide the reorgani-
sation of syntactic structures, allowing certain kinds of sentences to be trans-
formed into or derived from other kinds of sentences (for example, the
transformation of a declarative sentence into an interrogative sentence). In the
1980s, Chomsky developed a more flexible approach to Universal Grammar,
called the Principles and Parameters approach. According to this model, the
innate pre-specification for language is captured in terms of a limited set of prin-
ciples that can vary according to a small set of parameters of variation. These
parameters are ‘set’ on the basis of the properties of language an individual is
exposed to during childhood. For example, given sufficient exposure to spoken
language, a child’s grammatical system will set the ‘head initial/final parameter’
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at ‘initial’ for languages like English where verbs precede their objects, but will
set this parameter at ‘final’ for languages like Korean, where verbs follow their
objects. The most recent version of Chomsky’s theory, the Minimalist Program,
also adopts a version of this approach.

Cognitive linguists (and typologists) argue that the fundamental problem with
Chomsky’s hypothesis is that cross-linguistic comparison reveals there to be
little evidence for substantive universals of the kind he assumes. In other words,
some typologists argue that categories like adjective or grammatical functions
like subject and object are not found in all languages (see Croft 2003: 183-8, for
example). Cognitive linguists, among linguists of other theoretical persuasions,
also argue that the formal theories of phrase structure proposed by Chomsky in
order to account for formal universals are unnecessarily abstract, to the extent
that parallels across languages are difficult to ascertain. According to Levinson
(1996a: 134) ‘it is probably fair to say that the proposals [of Chomsky] need to be
taken with a pinch of salt — they are working hypotheses under constant, often
drastic, revision.” Indeed, Chomsky himself defines the Minimalist Program as
a research programme rather than a fully developed theory, and acknowledges
that generative grammar is undergoing constant change

It is important to point out at this point that Universal Grammar is adopted
as a working hypothesis by a number of generatively oriented theories of lan-
guage that depart from Chomsky’s transformational approach and adopt a
strictly ‘monostratal’ or non-derivational approach. These theories include
Head-driven Phrase Structure Grammar (see Borsley 1996, 1999) and Lexical
Functional Grammar (see Bresnan 2001). Formal syntacticians view the quest
for Universal Grammar as a worthwhile pursuit, not only because it is a
hypothesis worth exploring in its own right, whether it turns out to be correct
or not, but also because it provides tools that enable precise and careful descrip-
tions of the world’s languages as well as close comparisons of languages, both
related and unrelated.

For cognitive linguists, the picture of language that emerges from such an
approach is artificially narrow, focusing as it does upon morphosyntax (word
and sentence structure) and having relatively little to say about linguistic
meaning or the communicative functions of language.

Semantic universals

The predominant formal approach to semantic universals assumes semantic
primes or primitives and is known as the semantic decomposition or com-
ponential analysis approach. Unlike the Universal Grammar hypothesis,
which is associated with generative theories, this approach, or collection of
approaches, is not associated with a particular type of theoretical framework.
Indeed, semantic decomposition has been advocated, in various guises, by both
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formal and non-formal theorists, including Jackendoff (1983), Pinker (1994),
Li and Gleitman (2002) and Wierzbicka (1996). The intuition behind the
semantic decomposition approach is that there is a universal set of primitive
semantic concepts, innately given, for which any particular language provides a
language-specific label. This idea is expressed by Li and Gleitman in the fol-
lowing way:

Language has means for making reference to the objects, relations,
properties and events that populate our everyday world. It is possible
to suppose that these linguistic categories and structures are more or
less straightforward mappings from a preexisting conceptual space,
programmed into our biological nature. Humans invent words that

label their concepts. (Li and Gleitman 2002: 266)

Some linguists who adopt this type of approach argue that words rarely label
individual semantic primitives, but combinations or ‘bundles’ of primitives
that combine to create the rather complex concepts that words denote. For
instance, Ray Jackendoff, in his pioneering 1983 book Semantics and Cognition,
argues that conceptual structure consists of a range of ontological cate-
gories, some of which are primitives. A primitive, in this sense, is an entity that
cannot be reduced further, and can be combined with other primitives in order
to produce more complex categories. Some of the primitives Jackendoff pro-
poses are [THING], [PLACE], [DIRECTION], [ACTION], [EVENT], [MANNER] and
[AMOUNT]. Indeed, these ontological categories can be encoded in language.
For instance, each of these corresponds to a wh-question word, such as what,
who, when and so on. This is illustrated by the question and answer sequences

below (drawn or adapted from Jackendoft 1983: 53):

(4) What did you buy?

A fish [THING]
(5) Where is my coat?

On the coat hook [PLACE]
(6) Where did they go?

Into the garden [DIRECTION]
(7) What did you do?

Went to the cinema [ACTION]

(8) What happened next?
The toy fell out of the window [EVENT]

(9) How did you cook the eggs?
Slowly [MANNER]
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(10) How long was the fish?
Over a metre (long) [AMOUNT]

In addition to primitive ontological categories, the relations that hold between
them are also primitives. Consider example (11).

(11) The statue is in the park.

The THEME of the sentence (what the sentence is about) is a particular [ THING],
lexicalised by the expression the statue. Moreover, the statue is located with
respect to a particular [LOCATION], lexicalised by the expression in the park,
which consists of the preposition, iz, and a reference object, the park. Given
that a [LOCATION] is typically occupied by a [THING], there is a relationship
holding between [PLACE] and [THING] in which [THING] is a function of
[PLACE]. Jackendoff calls this thematic relation [PLACE-FUNCTION].

Jackendoff argues that semantic primitives of this kind derive from the
domain of spatial experience and are ‘hard wired’ or innate. In addition, he
posits rules that enable the creation of new combinations as new concepts are
acquired. The ontological categories and relations can also be deployed by
more abstract concepts. For instance, abstract states can also be structured in
terms of the [PLACE-FUNCTION] relation, even though abstract states such as
TROUBLE or LOVE cannot be construed as locations:

(12) a. Johnis in trouble.

b. Johnisin love.

According to Jackendoff’s theory, the reason that the [PLACE-FUNCTION] rela-
tion can be applied to abstract states such as TROUBLE and LOVE is because these
more abstract concepts are being structured in terms of more primitive onto-
logical categories.

The semantic decomposition approach faces a number of challenges, as has
often been observed by linguists of various theoretical persuasions. In particu-
lar, it is difficult to establish empirically what the ‘right’ semantic primitives
might be, or how many there are. Furthermore, ‘classical’ componential theories,
which assume a set of necessary and sufficient conditions, face the problem of
accounting for how an entity can still count as an instance of a category in the
absence of one or more of these components (for example, a three-legged cat is
still described as cat). We return to this point in some detail in Chapter 8.

3.1.3 Universals in cognitive linguistics

Cognitive linguists argue against the view that language is pre-specified in the
sense that grammatical organisation is mapped out by an innate ‘blueprint’ for

63



COGNITIVE LINGUISTICS: AN INTRODUCTION

grammar, and semantic organisation by a set of semantic primitives. Instead
linguistic organisation is held to reflect embodied cognition, as we discussed in
the previous chapter, which is common to all human beings. Instead of seeing
language as the output of a set of innate cognitive universals that are specialised
for language, cognitive linguists see language as a reflection of embodied cog-
nition, which serves to constrain what it is possible to experience, and thus
what it is possible to express in language.

In this section, we discuss some of the ways in which embodied cognition con-
strains what is possible in language. In subsequent sections we examine how
these aspects of human cognition are linguistically manifest in two conceptual
domains: SPACE and TIME. The ‘Cognitive Commitment’ and the ‘Generalisation
Commitment’, together with the embodied cognition thesis, imply a set of con-
straints that guide the conceptualising capacity as reflected in language. These
constraints nevertheless permit a wide range of cross-linguistic variation, as we
will see.

Embodiment

Given the fact of human embodiment discussed in Chapter 2, namely that we
share similar cognitive and neuro-anatomical architectures (minds, brains and
bodies), it follows that the nature of human experience, and the nature of pos-
sible conceptual systems that relate to this experience, will be constrained. For
instance, as we saw in Chapter 2, the fact that the human visual system lacks
access to colour in the infrared range means that humans cannot experience this
part of the colour spectrum. This constrains the nature of experience available
to us, and the range of concepts we can form based on that experience.

Environment

The nature of the environment humans inhabit has a number of basic com-
monalities, irrespective of whether one lives in the Arctic or the Kalahari
Desert or on a tropical island. Gravity and the other ‘physical laws’ are experi-
enced by humans in essentially the same way the world over. These ‘invariant’
features of the environment place important constraints upon what it is pos-
sible to experience at the cognitive level.

Experience

There appear to be two broad categories of human experience. The first relates
to sensory experience. This is experience derived from sensory perception
(the ‘senses’) and concerns perceptual data derived from the external world.
Concepts that derive from sensory experience include, among others, those
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relating to the domains of SPACE, MOTION, TEMPERATURE and so on. The other
category of experience is introspective or subjective experience. Experience
of this kind is subjective or internal in nature, and includes emotion, con-
sciousness and experiences of time such as awareness of duration, simultaneity
and so on. One of the most fundamental properties of the human conceptualis-
ing capacity is its tendency to structure concepts or domains relating to intro-
spective experience in terms of concepts that derive from sensory experience.
This is evident in the phenomenon of conceptual metaphor first introduced in
Chapter 1 and to which we return in more detail in Chapter 9.

Perception

Sensory experience, discussed above, is received via perceptual mechanisms.
These mechanisms are rather sophisticated, however, and provide structure that
is not necessarily apparent in the raw perceptual input. In other words, what we
perceive is not necessarily the same as what we experience directly. The percep-
tual mechanisms that facilitate our experience were formalised by the movement
known as Gestalt psychology, which first emerged at the end of the nineteenth
century. Gestalt psychologists such as Max Wertheimer (1880-1943), Wolfgang
Kohler (1887-1967) and Kurt Koftka (1886-1941) were interested in the princi-
ples that allow unconscious perceptual mechanisms to construct wholes or
‘gestalts’ out of incomplete perceptual input. For instance, when a smaller object
is located in front of a larger one, we perceive the protruding parts of the larger
object as part of a larger whole, even though we cannot see the whole because
the parts are discontinuous. The Gestalt principles therefore provide struc-
ture to, and indeed constrain, experience. We briefly survey some of the most
important Gestalt principles below, focusing on examples from the domain of
visual perception.

Perception: figure-ground segregation

Human perception appears to automatically segregate any given scene into
figure-ground organisation. A figure is an entity that, among other things,
possesses a dominant shape, perhaps due to a definite contour or prominent
colouring. The figure stands out against the ground, the part of a scene that is
relegated to ‘background’. In the scene depicted in Figure 3.1, the figure is the
lighthouse and the ground is made up of the grey horizontal lines against which
the figure stands out.

Perception: principle of proximity

This principle holds that elements in a scene that are closer together will be
seen as belonging together in a group. This is illustrated in Figure 3.2. The
consequence of the greater proximity of the dots on the vertical axis than on
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Figure 3.1 Figure-ground segregation
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Figure 3.2 Columns of dots

Figure 3.3 Rows of dots

the horizontal axis means that we perceive the dots in this image as being organ-
ised into columns rather than rows.

If the scene is altered so that the dots are closer together on the horizontal
axis, then we perceive a series of rows, as illustrated in Figure 3.3.

Perception: principle of similarity

This principle holds that entities in a scene that share visual characteristics
such as size, shape or colour will be perceived as belonging together in a group.
For instance, in Figure 3.4, we perceive columns of shapes (rather than rows).
In fact, the shapes are equidistant on both the horizontal and vertical axes. It is
due to the principle of similarity that similar shapes (squares or circles) are
grouped together and perceived as columns.

Perception: principle of closure

This principle holds that incomplete figures are often completed by the per-
ceptual system, even when part of the perceptual information is missing. For
instance, in Figure 3.5, we perceive a white triangle overlaid on three black
circles, even though the image could simply represent three incomplete circles.
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Figure 3.4 Columns of shapes

¢

Figure 3.5 A triangle and three black circles

Figure 3.6 Two rectangles

Perception: principle of continuity

This principle holds that human perception has a preference for continuous
figures. This is illustrated in Figure 3.6. Here, we perceive two unbroken rect-
angles, one passing behind another, even though this is not what we actually
see. In fact, the shaded rectangle is obscured by the first, so we have no direct
evidence that the shaded area represents one continuous rectangle rather than
two separate ones.

Perception: principle of smallness
Finally, we consider the principle of smallness. This states that smaller enti-
ties tend to be more readily perceived as figures than larger entities. This is
illustrated in Figure 3.7. We are more likely to perceive a black cross than a
white cross because the black shading occupies a smaller proportion of the
image.

Taken together, the Gestalt principles entail that the world is not objec-
tively given. Instead, what we perceive is in part constructed by our cognitive
apparatus, and mental representations are thereby constrained by processes
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Figure 3.7 A black cross

fundamental to perceptual processing. As we will see below, these facts
emerging from the domain of visual perception pattern together with uni-
versal constraints in the language of space.

Categorisation

The final constraint we will consider relates to human categorisation. Since the
groundbreaking work of the cognitive psychologist Eleanor Rosch in the 1970s,
it has been clear that the principles that govern categorisation in the human
mind are due in part to the structure of the external world and due in part to
innate human abilities. In particular, Rosch found that many human categories
are not organised by necessary and sufficient conditions, but by proto-
types. We return to these ideas in more detail in Chapter 8, observing for the
time being that, as we saw in Chapter 2, categories are often fuzzy, and that cat-
egorisation judgements are made with respect to a prototypical or most repre-
sentative member of a category.

3.2 Cross-linguistic patterns in semantic systems

In this section we consider cross-linguistic patterns in what cognitive linguists
have suggested are arguably the two most fundamental domains of human
experience: TIME and SPACE. In section 3.3, we will explore the nature of cross-
linguistic variation with respect to the same two domains.

3.2.1 Patterns in the conceptualisation of space

We begin by investigating patterns in the human conceptualisation of space. As
we have emphasised, the conceptions we present here are not thought of by cog-
nitive linguists as predetermined semantic universals, but instead represent a set
of common patterns in human conceptualisation of space, from which lan-
guages appear to elaborate different aspects thereby achieving considerable vari-
ation. The discussion presented here on the domain of space is largely based on
the work of Leonard Talmy (2000), who proposes that spatial representation in
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language encodes spatial scenes. Spatial scenes are configured according to
three parameters:

1. figure-ground segregation;

2. the relative proximity of the figure with respect to the ground; and

3. the location of the figure with respect to the ground. This is achieved
by the employment of a particular reference frame.

Figure-ground segregation

As we have seen, linguistic representations of spatial scenes reflect a figure-
ground asymmetry. While one entity is typically privileged and represents the
figure, the second entity is given less prominence and is referred to as the
ground or reference object. It is a striking fact that language reflects percep-
tual organisation in the way that spatial scenes are segregated. In English, this
is mirrored by the syntax. For instance, in simple sentences like those in (13),
the figure (underlined) normally precedes the preposition (zear), while the ref-
erence object (bracketed) follows the preposition. Sentences in which the ref-
erence object precedes the preposition, although grammatically well-formed,
are semantically odd (indicated by the question mark preceding the sentence):

(13) a. The bike is near [the house].
b. ?[The house] is near the bike

The semantic ‘oddness’ of this example can be explained by the fact that the
reference object is typically the immovable entity that only serves to locate the
figure. Recall that the Gestalt principle of smallness predicts that the smaller
entity (the bike) will be perceived as the figure. The criteria for determining
figure and reference object, based on linguistic encoding, are listed in Table 3.1.

Primary and secondary reference object

In addition to figure-ground segregation, languages often allow more complex
partitioning of spatial scenes. This involves segregating the ground into two
reference objects in order to better locate the figure. These are termed
primary reference object and secondary reference object. While the
primary reference object is usually explicitly encoded by a lexical item, the sec-
ondary reference object need not be, but can instead merely be implied.
Consider example (14):

(14) Big Ben is north of the River Thames.

While the River Thames is the primary reference object, the secondary refer-
ence object, the Earth, is implied by the spatial expression north of. In other
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Table 3.1 Figure-ground segregation, as encoded in language (adapted from Talmy
2000: 183)

Figure Reference object (or ground)
Has unknown spatial properties, to be Acts as reference entity, having known
determined properties that can characterise the

primary object’s unknowns

More moveable More permanently located

Smaller Larger

Geometrically simpler Geometrically more complex

More recently on the scene/in awareness Earlier on the scene/in awareness

Of greater concern/relevance Of lesser concern/relevance

Less immediately perceivable More immediately perceivable

More salient, once perceived More backgrounded, once figure is
perceived

More dependent More independent

words, it is only with respect to the concept THE EARTH that we can process the
information that one entity can be ‘north of” another. Talmy (2000) identifies
two kinds of secondary reference object: encompassing and external. These
are outlined below.

The encompassing secondary reference object is typically asymmetric in ori-
entation and encompasses the primary reference object. This type of reference
object provides a frame for locating the primary reference object, which in turn
serves to locate the figure. The example in (14) provides an example of this
type, where the Earth provides an encompassing secondary reference object
containing the primary reference object, the River Thames. In addition, it is
because the Farth has an asymmetric orientation (the north—south opposition),
that it is possible to identify the location of the figure relative to the primary
reference object. A similar example is the concept QUEUE, which has asym-
metric, front-back orientation:

(15) Jane is ahead of Mary in the queue/line for ice cream.

In example (15), the queue provides an orientational frame that encompasses
the primary reference object Mary, which in turn locates the figure Fane.
Observe that it is because of the front—back orientation imposed by the
secondary reference object that Fame’s location with respect to the primary
reference object, Mary, is established. After all, Mary could be facing
away from the front of the queue to talk to somebody behind her. Even in this
situation, it would still be possible to describe Jane as ahead of Mary (in the
queue). We return to the external type of secondary reference object in the next
section.
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Relative proximity of figure and reference object

The second way in which linguistic variation is constrained with respect to
spatial scenes is that languages must encode the relative proximity of the figure
with respect to the (typically immoveable) ground. At the most schematic level,
there are three possibilities relating to proximity: ‘contact’, ‘adjacency’ or ‘at
some distance’. Examples from English that illustrate the linguistic encoding of
these distinctions are given below.

Relative proximity: contact
The figure can be in physical contact with the reference object:

(16) a. The mosaic is on the front of the church.
b. The mosaic is on the back of the church.
¢. The mosaic is on the (right/left-hand) side of the church.

Relatrve proximity: adjacency
The figure can be adjacent to, but not in contact with, the reference object:

(17) a. The bike is in front of the church.
b. The bike is behind the church.
c. The bike is on one side of/beside the church.
d. The bike is on the right/left of the church.

Relative proximity: at some distance
The figure can be at some remove from the reference object:

(18) a. The bike is to the left/right of the church.
b. The bike is a way off from the front/rear of the church.

Reference frames

The third parameter for delineating a spatial scene, as evident in the languages
of the world, is the reference frame. Reference frames represent the means
language has at its disposal for using reference objects in order to locate figures.
According to Talmy (2000), there is a limited set of reference frames employed
by the world’s languages. Talmy identifies four kinds, which are illustrated
in Figure 3.8. These can be divided into (1) reference frames that involve
the primary reference object alone: a ground-based reference frame; and
(2) reference frames that also involve a secondary reference object. There are
three reference frames of this kind: field-based, guidepost-based and
projector-based. In Figure 3.8, primary reference object is abbreviated to
PRO, and secondary reference object to SRO.
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Reference frames localise the figure on the

basis of:
PRO only PRO plus SRO
Ground-based
Encompassive SRO External SRO
Field-based
Non-projective Projective
Guidepost-based projector-based

Figure 3.8 Taxonomy of reference frames in the languages of the world (adapted from Talmy

2000: 213)

In order to illustrate each of these reference frames, consider the simple
cityscape scene, illustrated in Figure 3.9. Now imagine a situation in which a
speaker is directing a hearer to the grocery store. There are a number of ways
in which the exact location of the grocery store can be found, in keeping with
the four reference frames identified.

Reference frames: ground-based
(19) The grocery store is next to the office building.

This is the simplest kind of reference frame. It involves just a primary refer-
ence object, the office building, and employs the intrinsic geometry of this
reference object in order to locate the figure: the office building has an intrinsic
front, back and sides, to which the speaker appeals in describing the location of
the grocery store. Therefore, this type of reference frame is ground-based.
The example of ground-based reference given in (19) is illustrated in Figure
3.10. The large cross in Figure 3.10, which overlays the office building, indi-
cates that it is the office building that is providing the frame of reference for
locating the figure.

Reference frames: field-based
(20) The grocery store is to the west of the office building.

Like the remaining reference frames, the field-based type involves a secondary
reference object. Field-based reference is characterised by an encompassing sec-
ondary reference object, like the Earth example we discussed earlier. A similar
example of field-based reference is given in (20) and illustrated in Figure 3.11.
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Figure 3.9 Simple cityscape scene

The crossed-lines indicate the cardinal points (north, south, east and west)
that take their reference from the Earth. It is relative to the cardinal points
that the primary reference object (the office building) locates the figure (the
grocery store).

Reference frames: guidepost-based
(21) The grocery store is on the tower side of the office building.

Like the field-based type, guidepost-based reference framing involves a
secondary reference object. However, this type involves an external rather
than encompassing secondary reference object. In the guidepost-based refer-
ence frame, the external secondary reference object is a non-animate entity —
the tower in example (21) — which is external to the primary reference object.
The example in (21) is represented in Figure 3.12, where it is the tower that
identifies that portion of the primary reference object (the office building) with
respect to which the grocery store is localised. This explains why this type of
reference frame is described as ‘guidepost-based’.
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Figure 3.10 Ground-based reference

Reference frames: projector-based
(22) The grocery store is to the left of the office building.

The final kind of reference frame also involves an external secondary reference
object. In this type of reference frame, the secondary reference object is an
animate entity (here, the speaker), whose location serves as a frame of reference
in locating the relevant part of the primary reference object that enables the
figure to be located. In example (19), ‘left’ refers to that side of the office build-
ing from the perspective of the speaker. This type of reference frame is called
‘projector-based’ because the speaker is projecting his or her own location as a
frame of reference. Example (22) is illustrated in Figure 3.13.

As the discussion in this section demonstrates, a number of core patterns are
evident in the conceptualisation of space as encoded in language. These are
(1) figure-ground segregation; (2) the interaction of figure with primary and sec-
ondary reference object; and (3) distinct types of reference frame. Moreover, these
patterns are independently motivated by psychological principles of perception,
which illustrates how the cognitive commitment underlies the statement of lin-
guistic patterns based on evidence from other areas of cognitive science.
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Figure 3.11 Field-based reference

3.2.2 Patterns in the conceptualisation of time

In this section, we address cross-linguistic patterns in the conceptualisation of
time. In particular, we focus on how time is encoded in semantic structure. We
will not address the grammatical encoding of time by tense systems, to which
we will return in Part III of the book (see Chapter 18). Our discussion in this
section is based on the 2004 book by Vyvyan Evans, The Structure of Time.
Unlike space, time is not a concrete or physical sensory experience. Moreover,
unlike the human sensory-perceptual apparatus that is specialised for assessing
spatial experience (among others, the visual system), we have no analogous
apparatus specifically dedicated to the processing of temporal experience.
Despite this, we are aware of the ‘passing’ of time. This awareness of time appears
to be a wholly introspective or subjective experience. According to Evans (2004a),
temporal experience can ultimately be related to the same perceptual mechanisms
that process sensory experience. That is, perceptual processes are underpinned
by temporal intervals, termed perceptual moments, which facilitate the inte-
gration of sensory experience into perceptual ‘windows’ or ‘time slots’. In other
words, perception is a kind of ‘windowing’ operation, which presents and updates
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Figure 3.12 Guidepost-based reference

our external environment. The updating occurs as a result of timing mechanisms
which hold at all levels of neurological processing and range from fractions of a
second in duration to an outer limit of around three seconds.

Evidence for timing mechanisms comes from two sorts of sources. Brain
activity can be measured by techniques such as the electroencephalogram
(EEQG), for instance. The brain produces electrical signals, which are measured
by attaching electrodes to the scalp. These read signals and send them to a gal-
vanometer, an instrument that measures small electrical currents. Such tech-
niques allow researchers to observe changes in brain activity over split seconds
of time. The brain rhythm assessed by an EEG is measured by the frequency of
electrical pulses per second, and is produced on a galvanometer as a series of
‘waves’ with peaks and troughs (see Figure 3.14)

A second method for assessing timing mechanisms comes from exposing
subjects to stimuli of certain kinds at particular points of brain activity. A well
known experiment of this kind involves exposing subjects to two flashing lights,
and relies on the phenomena known as apparent simultaneity and appar-
ent motion. If the lights are set to flash with less than 0.1-0.2 seconds between
their respective flashes, the lights will be perceived as flashing simultaneously.

76



UNIVERSALS AND VARIATION

Offices to|let

Grocery store

]
LT

Speaker Hearer

Figure 3.13 Projector-based reference
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Figure 3.14 Approximately three seconds of data from eight EEG electrodes

This is the phenomenon of apparent simultaneity. If the interval between the
two flashing lights is increased slightly, the flashing appears to take place in
rapid motion. This is the phenomenon of apparent motion. If the interval
between flashes is increased slightly more, the flashing appears to be distinctly
sequential. However, when lights are set to flash at an interval close to the tran-
sition between apparent simultaneity and apparent motion, and when the flash-
ing is correlated with the brain’s own activity, experimenters found that what
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is perceived depends on when in the subject’s own brain rhythm the exposure
to the flashing lights takes place.

In the visual cortex, the dominant rhythm, the alpha rhythm (named by
Hans Berger, who pioneered the EEG technique between 1929 and 1935), has
a frequency of around ten pulses per second. It was found that if the lights
begin flashing when the alpha rhythm is at a peak, then the subject sees appar-
ent motion. However, when the flashing begins when the alpha rhythm isin a
trough, the subject perceives apparent simultaneity. Findings like this provide
compelling evidence that it is neurological activity in the brain, innate ‘timing
mechanisms’, which give rise to perceptual moments, and these are in large
part responsible for what we perceive.

Evidence that such perceptual moments have an outer limit of around three
seconds comes from diverse sources, including language. LL.anguage, like other
human symbolic behaviours (notably music), appears to manifest rhythmic
organisation. For instance, the literary scholar Fred Turner and the neurosci-
entist Ernst Poppel, in a (1983) paper entitled The Neural Lyre, have shown
that the fundamental unit of metered poetry, which they call the Line, can
contain between four and twenty syllables, depending on the language. This is
based on a survey of languages including Latin, Greek, English, Chinese,
Japanese, French, German, Ndembu (Zambia), Eipo (New Guinea), Spanish,
Italian and Hungarian. Remarkably, however, despite the different numbers of
syllables involved, Turner and Péppel found that the time taken for recitation
of the Line among these languages typically ranges from 2.5 to 3.5 seconds.
This similarity in the duration of units of meter across such a diverse set of lan-
guages suggests that there is a common timing mechanism, or set of mecha-
nisms, that is coordinating rhythmic behaviour.

The discussion so far indicates that, while time is not a physical entity that is
objectively given, it is nevertheless a real experience. Our awareness of time
emerges from the process of perceiving and from the properties of our percep-
tual apparatus. It is a consequence, ultimately, of the various ‘timing mecha-
nisms’ in the brain that give rise to a range of perceptual moments, which in turn
underpin perceptual processing. It follows that time enters into all human experi-
ence, since it is fundamental to the way in which perceptual processes operate.

One important consequence of this fact is that our subjective experience of
time is not a single unitary phenomenon. Instead, it is comprised of a number
of experiences that relate to our ability to assess duration, simultaneity and
‘points’ in time; our sense that sometimes time seems to proceed more slowly
or more quickly than usual; our experience of ‘now’, and so on.

Temporal experience, as it is represented and encoded in language, exhibits
two levels of organisation. The first level relates to lexical concepts. A lexical
concept is the meaning that is represented by a lexical form or word (its sense,
in traditional terms). Examples of temporal expressions from English include
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the words time, past, present and future, among others. The lexical concepts that
underlie words of this kind can be organised in a number of ways at the con-
ceptual level. For instance, the languages of the world appear to structure TIME
in terms of MOTION, as we will see below. The second level of organisation
relates to cognitive models for time. This is a level of organisation in which
various lexical concepts are integrated, together with their patterns of conven-
tional imagery. Evans (2004a) calls this process concept elaboration. For
example, in the expression a long time, the lexical concept expressed by the
word fime relates to DURATION, while the imagery that elaborates the lexical
concept relates to LENGTH, lexicalised or ‘put into words’ by /ong.

Lexical concepts for TIME

In his discussion of lexical concepts for TIME, Evans (2004a) distinguishes
between primary lexical concepts and secondary lexical concepts.
Primary lexical concepts are those that relate to common aspects of human cog-
nitive processing. In other words, they relate to the experiences of time that we
mentioned above: duration, simultaneity, temporal ‘point’ or moment, ‘now’
and so on. Because experiences of this kind can be traced to underlying per-
ceptual mechanisms and processes, it follows that concepts of this kind are likely
to be more common in the languages of the world, and where they occur, to be
more similar across languages. In contrast, secondary lexical concepts are cul-
tural constructs and thus may often be culture specific. A good example of this
is the concept of TIME as a valuable commodity, which can be bought and sold,
just like concrete physical merchandise. This concept, while present in the lan-
guages of the industrialised world, is entirely absent in the languages of many
non-industrialised cultures. Since our focus here is on cross-linguistically
robust patterns of lexical concepts for TIME, we limit the discussion in this
section to primary lexical concepts.

In order to give an illustration of some of the primary lexical concepts for
TIME, we will consider the English lexical item #ime. This form encodes four
primary lexical concepts which show up in different contexts. The lexical con-
cepts we will address are DURATION, MOMENT, EVENT and INSTANCE.

Lexical concept: DURATION

The concept of DURATION has two variants that relate to two distinct subjec-
tive experiences. The first is called protracted duration and relates to the
experience that time is proceeding more slowly than usual:

(23) Time drags when you have nothing to do.

(24) My first thought was, “‘Where did that car come from?’ Then I said to
myself, ‘Hit the brakes.’. . .I saw her look at me through the open
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window, and turn the wheel, hand over hand, toward the right. I also
[noticed] that the car was a brown Olds. I heard the screeching sound
from my tires and knew . . . that we were going to hit . . . I wondered
what my parents were going to say, if they would be mad, where my
boyfriend was, and most of all, would it hurt . . . After it was over,
I realized what a short time it was to think so many thoughts, but, while
it was happening, there was more than enough time. It only took about
ten or fifteen seconds for us to hit, but it certainly felt like ten or fifteen
minutes. (Flaherty 1999: 52)

Protracted duration is caused by a heightened awareness of a particular stimulus
array, either because the interval experienced is ‘empty’, as in (23), or because
the interval is very ‘full’ due to a great deal being experienced in a short space of
time. This is illustrated in (24), which relates a near-death experience involving
a car crash.

The second variant of DURATION is called temporal compression. This is
when we experience time proceeding more quickly than usual, and is most
often associated with our experience of routine behaviours which we carry out
effortlessly without much attention to the task at hand. Evidence that tempo-
ral compression is encoded in language comes from examples like (25)—(27).

(25) The time has sped/whizzed by.
(26) Where has the time gone?

(27) “Time flies when you’re having fun’.

Lexical concept: MOMENT

Another aspect of our temporal experience is the ability to assess time in terms
of discrete moments. This experience is also reflected in language. Consider
examples (28)—(29).

(28) The time for a decision has come.

(29) Now is the time to address irreversible environmental decay.

Each of the uses of #zme in these examples could be paraphrased by the expres-
sion moment. In these examples, TIME is conceptualised not in terms of an inter-
val, whose duration can be assessed, but instead as a discrete point.

Lexical concept: EVENT

A third conceptualisation of TIME relates to the notion of an EVENT. This is an
occurrence of some kind. Evans (2004a) suggests that events derive, at the per-
ceptual level, from temporal processing, which binds particular occurrences
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into a temporally framed unity: a ‘window’ or ‘time slot’. Consider examples

(30)-(31).

(30) With the first contraction, the young woman knew her time had come.

(31) The man had every caution given him not a minute before to be careful
with the gun, but his time was come as his poor shipmates say and with
that they console themselves. (British National Corpus)

In each of these examples a particular event, childbirth and death respectively,
is lexicalised by zzme. This suggests that the conceptualisation of an event is
closely tied up with temporal experience.

Lexical concept: INSTANCE

The final temporal lexical concept we will consider is INSTANCE. This concept
underlies the fact that temporal events can be enumerated, which entails that
distinct events can be seen as instances or examples of the ‘same’ event.

(32) With that 100m race the sprinter had improved for the fourth time in
the same season.

In this example, time refers not to four distinct moments, but to a fourth
instance of the ‘improvement’ event. This example provides linguistic evi-
dence that separate temporal events can be related to one another and ‘counted’
as distinct instances of a single event type.

Temporal aspects of an event: Christmas

Now let’s consider a word other than #ime which also exhibits these distinct
aspects of temporal experience. Consider the word Christmas. This relates to a
particular kind of temporal event: the kind that is framed (or understood) with
respect to the calendar. That is, Christmas is a festival that takes place at the
same time each year, traditionally on the 25th of December. While the festival
of Christmas is a cultural construct — deriving from the Christian tradition — the
expression Christmas can be used in contexts that exhibit the same dimen-
sions of temporal experience we described above for the expression time: dimen-
sions that appear to derive from our cognitive abilities, and therefore from
pre-linguistic experience of time. Consider examples (33)—(36). In example
(33), the temporal event Christmas is experienced in terms of protracted dura-
tion and thus ‘feels’ as if it’s proceeding more slowly than on previous occasions:

(33) Protracted DURATION
Christmas seemed to drag this year.
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Equally, Christmas can appear to be proceeding more quickly than usual:

(34) Temporal compression
Christmas sped by this year.

Example (35) shows that Christmas can be conceptualised in terms of discrete
moments or ‘points’ of time:

(35) MOMENT
Christmas has finally arrived/is here.

Finally, example (36) shows that instances of Christmas can be counted and
compared with one another:

(36) INSTANCE
This Christmas was better than last Christmas.

The elaboration of temporal lexical concepts

One of the most striking ways in which lexical concepts for TIME are elab-
orated is in terms of motion. For example, it is almost impossible to talk about
time without using words like approach, arrive, come, go, pass and so on. Of
course, time is not a physical object that can literally undergo motion. Yet, in
languages as diverse as Wolof (a Niger-Congo language spoken in West
Africa), Mandarin Chinese, Japanese, Spanish and English, lexical concepts
for TIME are systematically structured in terms of motion. Consider examples
(37)—(40).

(37) Mandarin (examples from Yu 1998)

a. Yi dai qiu wang libie luyin de shihou
a generation ball king part  green-grass MOD time
zheng yi tian tian chao women kaojin
PRT a day day toward us approach

“The time when the soccer king of the generation bids farewell to
the green is approaching us day by day.’

b. Liu-shi de  sui-yue bu-duan de chong dan
flow-pass MOD year-month not-break MOD wash faded
zhe renmen de jiyi
PRT people MOD memory

“The (flowing and) passing years are constantly washing away
people’s memories.’
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(38) Japanese (examples from Shinohara 1999)

a. Toki ga nagareru
time NoM flows
“T'ime flows’

b. Toki ga sugite itta
time NOM pass  gO.PAST
“T'ime passed by’

c¢. Kurisumasu ga chikazui-teiru

Christmas NOM approach-PROG
‘Christmas is approaching’.

(39) Wolof (example from Moore 2000).
Tabaski mungiy now
Tabaski  3:PRES-IMPF come
“Tabaski is coming’.  [Note: Tabaski is a major holiday.]

(40) Spanish (example from Moore 2000)
La Noche Buena viene muy  pronto
The night good come  very  soon
‘Christmas Eve is coming very soon.’

However, given the specific nature of the lexical concepts we have discussed, it
is likely that the range of motion types that languages can rely upon to elab-
orate specific lexical concepts for TIME will be relatively constrained. For
instance, in English, protracted duration can only be elaborated in terms of
motion events that involve slow motion or absence of motion:

(41) a. Time seemed to stand still.
b. The time dragged.

Temporal compression, on the other hand, is elaborated in terms of rapid
motion (42a), or motion that is so rapid as to be imperceptible (42b):

(42) a. The time flew/sped/whizzed by.
b. The time has vanished/disappeared.

Both these kinds of elaboration contrast with the way in which the lexical con-
cepts EVENT and MOMENT are structured. These concepts involve motion
directed towards a particular locus of experience or deictic centre (usually
the speaker, from whose perspective the scene is viewed). As examples (43) and
(44) show, this is revealed by expressions denoting movement towards the
speaker, such as come, arrive, approach and so on. Moreover, motion of this kind
usually terminates when it reaches the locus of experience.
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(43) MOMENT
The time for a decision is approaching/coming/getting closer/has
arrived.

(44) EVENT
The young woman’s time is approaching/coming/getting closer/has
arrived.

Cognitive models for TIME

We now turn to a brief consideration of more complex conceptualisations: cog-
nitive models for TIME. Recall that we defined a cognitive model earlier as a level
of organisation in which various lexical concepts are integrated, together
with their patterns of conventional imagery. This means that cognitive models
are larger-scale knowledge structures than individual lexical concepts. Cross-
linguistic evidence suggests that there are three main cognitive models for TIME.
While the first two are ego-based and typically involve reference to the present
or ‘now’, the third kind is time-based and makes no intrinsic reference to the
concept of ‘now’. The three models are the moving time model, the moving
ego model and the temporal sequence model (see Figure 3.15). We briefly
discuss each in turn below. These models can be thought of as generalisations
over the range of primary (and secondary) lexical concepts for time that are
found in the world’s languages, including the ways in which these concepts are
elaborated.

Cognitive model: moving time

In this model, there is an experiencer, who may either be implicit or linguistically
coded by expressions like /. The experiencer is called the ego, whose location
represents the experience of ‘now’. In this model, the ego is static. Temporal
moments and events are conceptualised as objects in motion. These objects move
towards the ego from the future and then beyond the ego into the past. It is
by virtue of this motion that the passage of time is understood. In Figure 3.16
the small dark circles represent ‘times’, and the arrow connecting the ‘times’

Ego-based models Time-based model

A 4

Moving time model Moving ego model Temporal sequence model

Figure 3.15 Taxonomy of cognitive models for time
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Figure 3.16 The moving time model

indicates motion of the ‘times’ towards and past the ego. Although present, past
and future are marked on the diagram the figure representing the ego is not
marked for orientation: while many languages, including English, conceptualise
the ego as facing the future with the past behind, there is now good evidence that
at least one language, Aymara, spoken in the Andean region of South America,
conceptualises the ego as facing the past, with the future behind (Nuafiez and
Sweetser, forthcoming). We illustrate this below (section 3.3.2).

Linguistic evidence for this cognitive model comes from examples like those
in (45), in which the passage of time is understood in terms of the motion of a
temporal entity towards the ego:

(45) a. Christmas is getting closer.
b. My favourite part of the piece is coming up.
¢. The deadline has passed.

Cognitive model: moving ego
In this model, TIME is a landscape over which the ego moves, and time is under-
stood by virtue of the motion of the ego across this landscape, towards specific
temporal moments and events that are conceptualised as locations. This model
isillustrated in Figure 3.17. In this figure, the small circles on the landscape rep-
resent future ‘times’ towards which the ego moves, while ‘times’ that the ego
has already moved beyond now lie in the past. The ego’s motion is represented
by the direction of the arrow. As with the Figure 3.16, the ego is unmarked for
orientation.

Evidence for the moving ego model comes from examples like those in (46):

(46) a. We’re moving towards Christmas.

We’re approaching my favourite part of the piece.
She’s passed the deadline.

We’ll have an answer within two weeks.

The meetings were spread out over a month.

o a0 o

In these examples TIME is conceptualised as a stationary location or bounded
region in space. It is through the motion of the ego that time’s passage is
understood.
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PAST PRESENT FUTURE
Ego

LATER EARLIER
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Figure 3.18 The temporal sequence model

Cognitive model: temporal sequence

The third model relates to the concepts EARLIER and LATER. Unlike the previ-
ous two models, this one does not involve an ego. Instead, a temporal event is
understood relative to another earlier or later temporal event. The model is
illustrated in Figure 3.18, and linguistic examples are given in (47).

(47) a. Monday precedes Tuesday.
b. Tuesday follows Monday.

In these English examples, LATER follows EARLIER: the earlier event, Monday,
is understood as being located in front of the later event, Tuesday. In other
words, it is relative to Tuesday rather than the ego (the subjective experience
of ‘now’) that Monday is EARLIER. Figure 3.18 captures this as directionality is
signalled by the arrow. Earlier events (events are represented by the small
circles) are understood as being located in front of later events.

Time-based versus ego-based models

Distinguishing ego-based models from time-based models resolves a puzzling
fact in English. Consider the following examples:

(48) a. in the weeks ahead of us
b. That’s all behind us now.

(49) a. in the following weeks
b. in the preceding weeks

In (48), events relating to the future are conceptualised as being ahead and
events relating to the past as being behind. In (49), later events are behind (‘fol-
lowing’), and earlier events are ahead (‘preceding’). This apparent paradox is
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reconciled by understanding that each pair of examples rests upon a different
cognitive model. The examples in (48) relate to ego-based models for TIME,
where time is conceptualised relative to the speaker. In contrast, the examples
in (49) relate to the temporal sequence model, which is time-based rather than
ego-based: time is conceptualised relative to some other event. As these exam-
ples show, the ‘location’ of a temporal event is interpreted differently depend-
ing on what kind of cognitive model is involved. Moreover, the different models
relate to different sorts of lexical concepts: PAST/FUTURE in ego-based models
and EARLIER/LATER in the time-based model.

3.3 Cross-linguistic variation in semantic systems

In the previous section we discussed some of the patterns of conceptualisation
that are shared by languages, due in part to the constraining influence of
common experiences and cognitive structures. Nevertheless, while the pat-
terns described above capture some of the broad similarities between languages
in the domains of SPACE and TIME, there remains an impressive degree of cross-
linguistic variation. The purpose of this section is to provide a glimpse of this
diversity.

3.3.1 Variation in the conceptualisation of space

In this section we consider two languages that conceptualise space in very
different ways from English: Korean and the Australian language Guugu
Yimithirr.

Categorising spatial scenes in English and Korean

One of the ways in which languages diverge is in the kind of spatial relation
that holds between the figure and ground, even for objectively similar spatial
scenes. A striking illustration of this is the contrast in the ways English
and Korean choose to conventionally segregate spatial scenes. This discus-
sion is based on research carried out by Melissa Bowerman and Soonja
Choi. Consider the spatial scenes described in (50) and (51), represented in
Figure 3.19.

(50) a. putcup on table

put magnet on refrigerator
put hat on

put ring on finger

put top on pen

put lego block on lego stack

S e o
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put cup on table = :' q

put magnet on refrigerator P )
= _. put hat on )‘kj_
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put lego block on lego stack

putring on finger :ﬁ\
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put top on pen

put piece in puzzle

P i

put book in bag

put apple in bowl

Figure 3.19 The division of spatial scenes in English (adapted from Bowerman and Choi
2003: 393)
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(51) a. put video cassette in case

b. put book in case

c. put piece in puzzle
d. putapple in bowl
e. put book in bag

The scenes described in (50) and (51) are lexicalised in English by a verb in con-
junction with a spatial particle like on or in. The expression put on suggests
placement of the figure in contact with a surface of some kind. The expression
put in suggests placement of the figure within some bounded landmark or con-
tainer. The reader familiar only with English might be forgiven for thinking
that this is the only way these spatial scenes can be conceptualised. However,
the situation in Korean is very different. The English examples in (50), involv-
ing the expression put in, are categorised into spatial scenes of four different
kinds in Korean. This is achieved using the four different Korean verbs in (52):

(52) a. nohta ‘put on horizontal surface’
b. pwuchita ‘juxtapose surfaces’
C. ssuta ‘put clothing on head’
d. kkita ‘interlock/fit tightly’

Examples (53)—(56) show which Korean verb corresponds to which of the
spatial scenes described using the English expression put on.

(53) nohta ‘put on horizontal surface’
e.g. put cup on table
(54) pwuchita ‘juxtapose surfaces’
e.g. put magnet on refrigerator
(55) ssuta ‘put clothing on head’
e.g. put hat on
(56) kkita ‘interlock/fit tightly’
e.g. a. putring on finger

b. put top on pen
c. putlego block on lego stack

Similarly, the English examples in (51), involving the expression put in, are cat-
egorised into spatial scenes of two different kinds. This is achieved using the two
Korean verbs in (57). Observe that the verb kkita appears for the second time.

(57) a. kkita ‘interlock/fit tightly’
b. nehta ‘put loosely in or around’
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The examples in (58) and (59) show which Korean verb corresponds to which
of the spatial scenes described using the English expression put in.

(58) kkita  ‘interlock/fit tightly’
e.g. a. put video cassette in case
b. put book in case
c. put piece in puzzle

(59) nehta ‘put loosely in or around’
e.g. a. putapple in bowl
b. put book in bag

The way Korean categorises the scenes we described in (50) and (51) is repre-
sented in Figure 3.20, which contrasts with the English model in Figure 3.19.
The psychologist and cognitive linguist Dan Slobin has described phenom-
ena of the kind we have just depicted in terms of thinking for speaking: a par-
ticular language forces its speakers to pay attention to certain aspects of a scene
in order to be able to encode it in language. While English forces speakers to cat-
egorise the spatial scenes we have just discussed on the basis of whether the
figure is being placed on a surface or in a container, Korean partitions the spatial
scenes into different categories. Korean speakers must pay attention to different
aspects of the scenes in question, such as what kind of surface is involved (is it
horizontal or not?), and what kind of contact is involved (is it simple juxtaposi-
tion of surfaces, or does it involve a tight fit or a loose fit?). Clearly, these
differences do not arise because people in English-speaking countries experi-
ence activities like putting the lid on a pen differently from people in Korea.
Instead, these differences reflect the capacity that speakers of different lan-
guages have to categorise objectively similar experiences in different ways.

Frames of reference in Guugu Yimithirr

We now turn briefly to Guugu Yimithirr, an indigenous language of North
Queensland, Australia, studied extensively by Stephen Levinson and his col-
leagues. We noted above that the languages of the world provide evidence for
a limited number of frames of reference. What is interesting about Guugu
Yimithirr is that this language appears to make exclusive use of the field-based
reference frame. The field-based terms used in Guugu Yimithirr are shown in
Figure 3.21.

Rather than relating strictly to the cardinal points of the compass North,
South, East and West (which are marked as N, S, E and W in Figure 3.21), the
terms in Guugu Yimithirr actually encompass quadrants, which only roughly
correspond to the points of the compass. However, like the points of the compass,
the four quadrants are based on the Earth as an absolute frame of reference. In
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Figure 3.20 The division of spatial scenes in Korean (adapted from Bowerman and Chot
2003: 394)

order to be able to employ a spatial frame of reference for talking about relative
locations in space, speakers of Guguu Yimithirr must calculate the location of a
particular object with respect to this field-based reference frame. Furthermore,
unlike English, which uses field-based terms just for large-scale geographical
reference (e.g. Europe is north of Africa), Guugu Yimithirr only has access to field-
based reference. As the linguistic anthropologist William Foley describes, ‘the sun
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Figure 3.21 The field-based spatial terms of Guugu Yimithirr (Haviland 1993)

doesn’t go down, it goes west; the fork isn’t at my left, it lies south; the tide doesn’t
go out, it goes east’ (Foley 1997: 217).

3.3.2 Variation in the conceptualisation of time

In this section we consider two languages that conceptualise time in very
different ways from English: Aymara and Mandarin.

The past and future in Aymara

Aymara is an indigenous language of South America, spoken in the Andean
region of Peru, Chile and Bolivia. There is good linguistic and gestural evidence
that while Aymara features variants of both ego-based and time-based cogni-
tive models for time, in the ego-based model, Aymara speakers conceptualise the
FUTURE as being located behind the ego, while PAST is conceptualised as being
in front of the ego (Nufiez and Sweetser, forthcoming). This pattern of elabora-
tion contrasts with the English pattern. Consider example (60).

(60) a. The future lies in front of us.
b. She has a bright future ahead/in front of her.

These examples show that the lexical concept FUTURE is structured in terms of
locations in front of the ego. This is also true of other future-oriented lexical
concepts, as (61) illustrates.

(61) a. Old age lies way ahead of him.
b. Having children is in front of us.
¢. The years ahead of us will be difficult.

Compare the representation of PAST in English:

(62) The past is behind me.
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This example shows that the lexical concept PAST is elaborated in terms of a
location behind the ego. This pattern is extended to all past-oriented lexical
concepts:

(63) a. My childhood is behind me.
b. Once divorced, she was finally able to put an unhappy marriage
behind her.

Now compare the way PAST and FUTURE are conceptualised in Aymara.
The Aymaran expressions for PAST and FUTURE are given in (64) and (65),
respectively.

(64) mayra pacha
front/eye/sight time
‘past time’

(65) q’ipa pacha
back/behind time
‘future time’

The expression for the ‘past’ is literally ‘front time’, while the expression for
‘future’ is ‘behind time’. This suggests that Aymara has the opposite pattern of
elaboration from English. A gestural study of Aymara speakers in which Nufiez
participated (discussed in Nufiez and Sweetser, forthcoming) provides sup-
porting evidence that the past is conceptualised as ‘in front’ and the future
‘behind’. This study reveals that, when speaking about the past, Aymara speak-
ers gesture in front, and when speaking about the future, they gesture behind.
A further interesting difference between Aymara and a language like English is
that the Aymaran ego-based model for time appears to be ‘static’. In other
words, there appears to be no evidence that temporal ‘events’ are conceptu-
alised as moving relative to the ego, nor that the ego moves relative to tempo-
ral ‘events’. This means that Aymara lacks the ‘path-like’ ego-based moving
time and moving ego cognitive models, but has instead a ‘static’ ego-based
model for time. Aymara speakers also make use of the temporal sequence
model. In doing so, however, their gestures relate to temporal events along the
left-right axis, rather than the front—back axis.

The pattern of elaboration for PAST and FUTURE in Aymara appears to be
motivated by another aspect of the Aymaran language. Aymara is a language
that, unlike English, grammatically encodes evidentiality: speakers are
obliged by the language to grammatically mark the nature of the evidence they
rely on in making a particular statement: whether the speaker has witnessed the
event described with their own eyes, or whether the event is known to them
through hearsay (Mircale and Yapita Moya 1981). It appears likely that the value
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assigned to visual evidence has consequences for the elaboration of concepts
such as PAST and FUTURE. Events that have been experienced are conceptualised
as having been seen. Things that are seen are located in front of the ego, due to
human physiology. It follows that PAST is conceptualised as being in front of the
ego. In contrast, events that have yet to be experienced are conceptualised as
being behind the ego, a location that is inaccessible to the human visual appa-
ratus (Mircale and Yapita Moya 1981; Lakoff and Johnson 1999; Evans 2004a;
Niiiez and Sweetser, forthcoming).

Earlier and later in Mandarin

We now briefly consider how the temporal concepts EARLIER and LATER are
conceptualised in Mandarin. Again we find a contrast with the English pattern
that we discussed earlier, where concepts relating to the distinction between
EARLIER and LATER are elaborated in terms of their relative location on the hor-
izontal axis. The following examples illustrate this pattern, where EARLIER is
‘before’ and LATER is ‘after’. Recall Figure 3.18, which shows how LATER
follows EARLIER in this model of TIME.

(66) a. Tuesday comes/is before Wednesday.
b. Wednesday comes/is after Tuesday.

In Mandarin there is a pattern in which the vertical axis elaborates the dis-
tinction between EARLIER and LATER. Concepts that are earlier (experienced
first) are conceptualised as ‘higher’ or ‘upper’, while concepts that are later
(experienced subsequent to the first) are conceptualised as ‘lower’. Examples
(67)—(71) from Yu (1998) illustrate this pattern.

(67) a. shang-ban-tian
upper-half-day
‘morning’

b. shang-ban-tian
lower-half-day
‘afternoon’

(68) a. shang-ban-ye
upper-half-night
‘before midnight’
b. xia-ban-ye
lower-half-night
‘after midnight’
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Figure 3.22 The slope model (adapted from Shinohara 2000: 5)

(69) a. shang-ban-yue
upper-half-month
‘the first half of the month’
b. xia-ban-yue
lower-half-month
‘the second half of the month’

(70) a. shang-ban-nian
upper-half-year
‘the first half of the year’
b. xia-ban-nian
lower-half-year
‘the second half of the year’

(71) a. shang-bei
upper-generation
‘the elder generation’
b. xia-bei
lower-generation
‘the younger generation’

According to Shinohara (2000) the motivation for this pattern of elaboration
may be due to how we experience slopes. When an object is rolled down a slope,
the earlier part of the event is at the top of the slope, while due to the force of
gravity the later part of the event is lower down. This idea is represented in
Figure 3.22.

3.4 Linguistic relativity and cognitive linguistics

In this final section, we turn to the issue of linguistic relativity. Although the
nature of the relationship between thought and language has intrigued human
beings since the time of the ancient philosophers, within modern linguistics this
idea is most frequently associated with the work of Edward Sapir and Benjamin
Lee Whorf, and is known as the Sapir-Whorf hypothesis. The Sapir-Whorf
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hypothesis consists of two parts: linguistic determinism (the idea that lan-
guage determines non-linguistic thought) and linguistic relativity (the idea
that speakers of different languages will therefore think differently). The strong
version of this hypothesis holds that language entirely determines thought:
a speaker of language X will understand the world in a fundamentally different
way from a speaker of language Y, particularly if those two languages have sig-
nificantly different grammatical systems. In other words, a speaker will only
have access to cognitive categories that correspond to the linguistic categories
of his or her language. The weak version of this hypothesis, on the other hand,
holds that the structure of a language may influence (rather than determine)
how the speaker performs certain cognitive processes, because the structure of
different languages influences how information is ‘packaged’.

Since the rise of the generative model in the 1960s, proponents of formal
linguistics have tended to reject the Sapir-Whorf hypothesis altogether, given
its incompatibility with the hypothesis that there might exist a universal set of
pre-linguistic conceptual primitives, and therefore a universal ‘mentalese’ or
‘language of thought’. The following excerpt from Steven Pinker’s book The
Language Instinct illustrates this position:

But it is wrong, all wrong. The idea that thought is the same thing as
language is an example of . . . a conventional absurdity. . . The thirty-
five years of research from the psychology laboratory is distinguished
by how little it has shown. Most of the experiments have tested banal
‘weak’ versions of the Whorfian hypothesis, namely that words can
have some effect on memory or categorization. . . Knowing a language,
then, is knowing how to translate mentalese into strings of words, and

vice versa. (Pinker 1994: 57-82)

While most modern linguists would probably agree that the strong version of
the Sapir-Whorf hypothesis is untenable, some interesting findings have
emerged in cognitive linguistics and related fields, particularly in linguistic
anthropology, cognitive psychology and language acquisition research, which
suggest that language can and does influence thought and action. Therefore,
a cognitive linguistic approach to the relationship between language, thought
and experience, together with the facts of cross-linguistic diversity, is compat-
ible with a weaker form of the linguistic relativity thesis. For this reason, the
view we present here might be described as neo-Whorfian.

3.4. Whorf and the Linguistic Relativity Principle

The most famous proponent of the Linguistic Relativity Principle is Benjamin
Lee Whorf (1897-1941), who studied American Indian languages at Yale.
However, the tradition of viewing language as providing a distinct world view
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can be traced back to his teacher at Yale, the anthropologist Edward Sapir
(1884-1939), as well as to the linguistic anthropologist Franz Boas (1858—
1942), and before that to the German linguist and philosopher Wilhelm Von
Humboldt (1767—-1835). Whorf was an intriguing and complex writer, who
sometimes appeared to take a moderate line, and sometimes expressed a more
extreme view of linguistic relativity (Lakoff 1987; Lee 1996). The following
much-quoted excerpt states Whorf’s position:

We dissect nature along lines laid down by our native languages. The
categories and types that we isolate from the world of phenomena we
do not find there because they stare every observer in the face; on
the contrary, the world is presented in a kaleidoscopic flux of impres-
sions which has to be organised by our minds — and this means largely
by the linguistic systems in our minds. (Whorf 1956: 213)

Setting aside the theoretical objections to the Sapir-Whorf hypothesis put
forth by proponents of the generative approach, there is independent empir-
ical evidence against the strong version of the hypothesis. This evidence ori-
ginally came from work on colour categorisation. It may surprise readers who
are only familiar with English to learn that some languages have an extremely
small set of basic colour terms. These are terms that are morphologically
simple (for example, bluish is excluded) and are not subsumed under another
colour term (for example, crimson and scarlet are not basic colour terms
because they fall within the category denoted by red). For instance, the Dani,
a tribe from New Guinea, only have two basic colour terms in their vocabu-
lary. The expression mola, which means ‘light’, refers to white and warm
colours like red, orange, yellow, pink and purple. The expression mz/z, which
means ‘dark’; refers to black and cool colours like blue and green. Yet, in
colour experiments where Dani subjects were shown different kinds of focal
colours (these are colours that are perceptually salient to the human visual
system) they had little difficulty remembering the range of colours they were
exposed to (Heider 1972; Rosch 1975, 1978). These experiments involved
presenting subjects with a large set of coloured chips, from which they were
asked to select the best examples of each colour; in later experiments, they
were asked to recall what colours they had selected previously. If language
entirely determines thought, then the Dani should not have been able to cat-
egorise and remember a complex set of distinct focal colours because they
only have two basic colour terms in their language. In another experiment,
Rosch taught the Dani subjects sixteen colour names based on words from
their own language (clan names). She found that the names for the focal
colours were learnt faster than names for non-focal colours. These find-
ings illustrate that humans have common perceptual and conceptualising
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capacities, as we noted earlier. Due to shared constraints, including environ-
ment, experience, embodiment and perceptual apparatus, we can, and often
do, conceptualise in fundamentally similar ways, regardless of language.
However, this does not entail that variation across languages has no influence
on non-linguistic thought.

3.4.2 Language as a shaper of thought

If there is empirical evidence against the hypothesis that language determines
thought (the strong version of the Sapir-Whorf hypothesis), then the question
that naturally arises is whether language can influence or shape thought in any
way. It is this weak version of the Sapir-Whorf hypothesis that underlies much
recent research into the nature of the relationship between language and
thought, and some of the findings suggest that the answer to this question
might be ‘yes’. There are two lines of evidence that support a weak version of
the Sapir-Whorf hypothesis. These are considered below.

Language facilitates conceptualisation

The first line of evidence relates to linguistic determinism and the idea that
language facilitates our conceptualising capacity. The assumption in cog-
nitive linguistics is that language reflects patterns of thought, and can be seen
as a means of encoding and externalising thought. It follows from this view
that patterns of meaning in language represent a conventional means (an
accepted norm in a given linguistic community) of encoding conceptual
structure and organisation for purposes of communication. This is known as
the symbolic function of language, which we described in Chapter 1. It
also follows from this view that different ways of expressing or encoding
ideas in language represent different patterns of thought, so that encounter-
ing different linguistic ‘options’ for encoding ideas can influence the way we
reason.

A clear example of the influence of language upon thought is the experi-
ment described by Gentner and Gentner (1982) in which they trained
different English-speaking subjects in analogical models of electricity. An
analogical model relies upon a relatively well known scenario or system for
understanding a less well known system, where the parts and relations of the
well known system stand in a similar relation to those in the less well known
system, here electricity. Through analogy (comparison based on perceived
similarity) subjects can reason about electricity using the well known model.
One group was taught that electricity can be represented as a teeming crowd
of people, while another group was taught that electricity can be represented
as water flowing through a pipe, as in a hydraulic system. The mappings
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between these two analogical models and an electrical circuit are summarised
in Tables 3.2 and 3.3.

Importantly, each analogical model correctly predicted different aspects of
the behaviour of an electrical circuit. For example, a circuit with batteries con-
nected serially will produce more current than a circuit with batteries in par-
allel. This is predicted by the analogy based on the hydraulic system, where
serial pumps one after the other will produce a greater flow rate of water. In
the moving crowd model, where the battery corresponds simply to the crowd,
it is difficult to think of a meaningful contrast between a serial and a parallel
connection.

Serial resistors in an electrical circuit reduce current, while parallel resistors
increase it. The moving crowd model is better at predicting this aspect of the
behaviour of electricity, where resistance is modelled in terms of gates. Parallel
gates allow more people through, while serial gates allow fewer people through.
Gentner and Gentner hypothesised that if subjects used different analogical
models to reason about the circuit, then each group should produce dramati-
cally divergent results, which is exactly what they found. Subjects who were
trained in the hydraulic system model were better at correctly predicting the
effect of serial versus parallel batteries on current, while subjects who were
familiar with the moving crowd model were better at predicting the effect of
serial versus parallel resistors on current. This study reveals that different
‘choices’ of language for representing concepts can indeed affect non-linguistic
thought such as reasoning and problem-solving.

Table 3.2 Hydraulic system model (based on Gentner and Gentner 1982: 110)

Hydraulic system Electric circuit
Pipe Wire

Pump Battery
Narrow pipe Resistor

Water pressure Voltage
Narrowness of pipe Resistance
Flow rate of water Current

Table 3.3 Moving crowd model (based on Gentner and Gentner 1982: 120)

Moving crowd Electric circuit
Course/ passageway Wire

Crowd Battery

People Resistor
Pushing of people Voltage

Gates Resistance
Passage rate of people Current
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Cross-linguistic differences and their effect on non-linguistic thought
and action

The second thread of evidence in support of a weak version of the Sapir-Whorf
hypothesis relates to linguistic relativity: how cross-linguistic differences influ-
ence non-linguistic thought and action. We begin by revisiting the domain of
SPACE. We noted earlier that Guugu Yimithirr exclusively employs a field-based
frame of reference for locating entities in space. An important consequence of
this is that speakers of Guguu Yimithirr must be able to dead-reckon their loca-
tion with respect to the cardinal points of their system, wherever they are in
space. Based on a comparative study of Guguu Yimithirr speakers and Dutch
speakers, Levinson (1997) found that the ability of Guugu Yimithirr speakers
to calculate their location had profound consequences for non-linguistic tasks.
It was found that when Guugu Yimithirr speakers were taken to an unfamiliar
terrain with restricted visibility, such as a dense rainforest, they were still able
to work out their location, identifying particular directions with an error rate of
less than 4 per cent. This contrasted with a comparable experiment involving
Dutch speakers, who were much less accurate. Like English, Dutch makes
extensive use of other non-field-based frames of reference such as ground-
based and projector-based reference. According to Levinson, this type of
experiment constitutes evidence for a real Whorfian effect, in which the nature
of spatial representation in language has consequences for a speaker’s non-
linguistic abilities. However, it’s worth pointing out that experience, as well as
language, may play a part in these sorts of experiments. After all, Guugu
Yimithirr speakers are likely to have more experience of assessing directions and
finding their way around rainforests than the average Dutch speaker.

Next, we consider a study that investigated the influence of the language of
time on non-linguistic thought and action. This study was carried out by cog-
nitive psychologist Lera Boroditsky (2001). Boroditsky was interested in inves-
tigating whether the different lexical concepts for TIME in English and
Mandarin would produce a noticeable effect on reaction time in linguistic
experiments. Recall that we observed earlier that a common way of elaborating
the concepts EARLIER and LATER in Chinese is by means of positions on the ver-
tical axis: ‘upper’ and ‘lower’. In English, these concepts are elaborated pri-
marily in terms of the horizontal axis: ‘before’ and ‘after’. Boroditsky exposed
Mandarin and English speakers to primes like the ones in Figure 3.23, which
represented either the vertical or the horizontal axis. A prime is a particular
stimulus manipulated by researchers in psycholinguistic experiments.
Boroditsky then asked the subjects to answer a series of ‘true or false’ questions
employing the temporal concepts EARLIER or LATER (for example, March comes
earlier than April: true or false?). Boroditsky found that Mandarin speakers were
faster in responding to questions involving the terms earlier and later when the

100



UNIVERSALS AND VARIATION

®
AN

The black ball is above the grey ball The black worm is ahead of the grey worm

Figure 3.23 Spatial primes (adapted from Boroditsky 2001)

prime related to the vertical axis. In contrast, English speakers were faster
when the prime related to the horizontal axis. This remained the case even
when both sets of subjects were carrying out the task in English. As Boroditsky
puts it, ‘it appears that habits in language encourage habits in thought. Since
Mandarin speakers showed vertical bias even when thinking for English, it
appears that language-encouraged habits in thought can operate regardless of
the language that one is currently thinking for’ (Boroditsky 2001: 12).

3.4.3 The cognitive linguistics position

The position adopted in cognitive linguistics is that there are commonalities in
the ways humans experience and perceive the world and in the ways human
think and use language. This means that all humans share a common concep-
tualising capacity. However, these commonalities are no more than constraints,
delimiting a range of possibilities. As we have seen, there is striking diversity
in the two domains we have surveyed, which shows that the way English speak-
ers think and speak about space and time by no means represents the only way
of thinking and speaking about space and time. According to cognitive lin-
guists, language not only reflects conceptual structure, but can also give rise to
conceptualisation. It appears that the ways in which different languages ‘cut
up’ and ‘label’ the world can differentially influence non-linguistic thought and
action. It follows that the basic commitments of cognitive linguistics are con-
sonant with a weak version of the Sapir-Whorf hypothesis, a position that some
linguists argue is gathering increasing empirical support.

3.5 Summary

Linguists of any theoretical persuasion are intrigued by the possible existence
of linguistic universals, by the form of such universals and by the nature of the
relationship between thought and language. In this chapter, we began by com-
paring the cognitive and formal positions on linguistic universals. While formal
linguists have tended to treat universals as resulting from primitive concepts or
mechanisms, innately given, cognitive linguists argue instead that there are uni-
versal tendencies. We explored the cognitive view in more detail, and outlined
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a number of constraints on human conceptualisation that go some way to
explaining the existence of linguistic universals. These constraints include the
nature of human embodiment, Gestalt principles and the nature of human
categorisation, all of which collectively constitute a conceptualising capac-
ity common to all humans. We then presented some examples of common
cross-linguistic patterns in the conceptualisation of the fundamental domains
of space and time. In the domain of SPACE we suggested that there are three
common cross-linguistic patterns in terms of how languages structure space.
These include (1) figure-ground segregation; (2) a means of encoding the
relative proximity of the figure with respect to the ground; and (3) a means of
encoding the location of the figure with respect to the ground. This is achieved
by the employment of a particular reference frame. In the domain of TIME,
cross-linguistic patterns relate to a small set of primary lexical concepts for
time, and three large-scale cognitive models for time, which integrate these
(and other) temporal lexical concepts together with their patterns of elabora-
tion (conventional patterns of imagery). We then presented some examples of
cross-linguistic variation in the conceptualisation of space and time, which
demonstrate that despite some fundamental cross-linguistic similarities in the
linguistic representation of space and time, there is nevertheless considerable
cross-linguistic variation. Finally, having explored the issue of linguistic uni-
versals, we introduced the Sapir-Whorf hypothesis: the idea that language
might play some role in determining non-linguistic thought, and that speakers
of different languages might therefore have different conceptual systems. We
concluded that, while the strong version of this hypothesis is rejected by most
linguists, there is some evidence in favour of the weak version of the hypoth-
esis. Although cognitive linguistics makes the case for a common conceptualis-
ing capacity, accounting for general cross-linguistic patterns, such a position is
nevertheless consistent with and even predicts substantial cross-linguistic vari-
ation. Given that the linguistic system both reflects the conceptualising capac-
ity, and in turn influences the nature of knowledge by virtue of the
language-specific categories it derives, cognitive linguistics is consistent with a
weak version of the Sapir-Whorf hypothesis.

Further reading

Universals, typology and cross-linguistic variation

* Brown (1991). An excellent reanalysis of classic studies in anthropol-
ogy on human universals and cultural relativity.

* Comrie (1989); Givon (1991); Greenberg (1990); Haiman (1985);
Hopper (1987). A selection of representative sources for those inter-
ested in learning more about linguistic typology.
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Croft (2001). In this provocative study, Croft argues for a cognitive
linguistic account of grammatical organisation, taking into account the
finding from typology that linguistic categories are not universal, but
rather language- and, indeed, construction-specific.

Croft (2003). In this recently revised introductory textbook, Croft
presents an excellent introduction to the objectives, methodology and
findings of functional typology. Croft also addresses diachronic (his-
torical) explanations of linguistic universals, and compares typological
and generative explanations of linguistic universals.

Formal approaches to universals in grammar and meaning

Space

Chomsky (2000b). In this recent collection of articles, Chomsky
summarises his ideas about the nature of language as a ‘biological
object’. He explains why he thinks language can only be meaningfully
investigated from an internalist perspective (internal to the mind of
the individual) rather than from the (externalist) perspective of lan-
guage use. Chomsky also considers the development of linguistics in
the context of the history of ideas and in the context of the natural
sciences.

Chomsky (2002). In this recent collection of essays, Chomsky pro-
vides an accessible and up-to-date overview of the generative approach.
The editors’ introduction provides a useful introduction to key con-
cepts, and the essays by Chomsky focus on the relationship between
language and mind, and language and brain. One chapter consists of an
interview on the Minimalist Programme, Chomsky’s most recent
project, and represents the most accessible overview of this framework.
Fodor (1998). In this book, the philosopher Jerry Fodor, the author of
the highly influential book The Modularity of Mind (1983), presents
arguments against semantic decomposition and argues instead that all
concepts are atomistic and innate.

* Jackendoft (1983, 1990, 1992, 1997, 2002). These books provide an

insight into the development of Jackendoff’s theory of semantic uni-
versals. The 1983 and 1990 books set out this theory in detail, and the
1992 book is a collection of essays that provide short overviews of
aspects of his theory, including his arguments in favour of a modular,
computational model and his theory of concepts.

Bloom, Peterson, Nadel and Garrett (1996). This edited volume
collects together a number of important and influential papers by
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Time

leading cognitive scientists who have worked on space and spatial cog-
nition. Particularly relevant papers in this volume include those by Ray
Jackendoff, Melissa Bowerman and Jean Mandler.

Coventry and Garrod (2004). This book presents experimental
evidence for a perceptual and body-based foundation for spatial
prepositions.

Levinson (2003). This book surveys the research conducted by
Levinson and his colleagues at the Max Plank Institute at Nijmegen
on cross-linguistic diversity in spatial representation.

Talmy (2000). Volume I Chapter 3 presents a revised version of
Talmy’s pioneering and highly influential study of the way languages
structure space. This paper was first published in 1983.

Tyler and Evans (2003). This book explores the semantics and
sense networks of English prepositions from a cognitive linguistics
perspective.

Alverson (1994). Although some of the claims in this book have been
shown to be problematic (see Yu 1998), this represents an important
study by a linguistic anthropologist into common cross-linguistic
metaphors for time.

Evans (2004a). This book employs the perspective of cognitive lin-
guistics in order to investigate the nature and origin of temporal
experience and how we conceptualise time.

Evans (2004b). This paper summarises some of the key ideas from
The Structure of Time in a single article.

Lakoff and Johnson (1999). Chapter 10 presents a survey of the
analysis of TIME in Conceptual Metaphor Theory.

Nuifiez and Sweetser (forthcoming). This paper presents findings
from Aymara, and includes an important discussion on the difference
between ego-based and time-based construals of time.

Radden (1997; 2003a). Two articles, summarising the way in which
time is often structured conceptually in terms of space, by one of
the leaders in the European cognitive linguistics movement. The
2003 paper in particular focuses on cross-linguistic similarities and
differences.

Turner and Poppel (1983). A pioneering article that relates metrical
patterns to neurologically instantiated temporal intervals.

Yu (1998). This study contains a chapter on how time is conceptu-
alised in Mandarin.
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Linguistic relativity

* Boroditsky (2001). In this article, Boroditsky presents experimental
evidence for a weak form of the linguistic relativity hypothesis in the
domain of TIME.

* Foley (1997). Chapter 10 presents a useful overview of the Sapir-
Whorf hypothesis from the linguistic anthropology perspective, which
is broadly compatible with the concerns of cognitive linguistics.

* Gentner and Goldin-Meadow (2003). A recent collection of articles
by proponents and opponents of the linguistic relativity hypothesis.

* Gumperz and Levinson (1996). A collection of seminal articles,
which did much to reopen the debate on linguistic relativity. See in
particular articles by Levinson, Slobin and Bowerman.

* Hunt and Agnoli (1991). Provides a useful overview as well as insight
into one view from cognitive psychology: Hunt and Agnoli argue that
language narrowly influences cognition in the sense that ‘choices’ over
language have consequences for processing costs.

* Lee (1996). An excellent critical analysis and re-evaluation of Whorf’s
often complex ideas.

* Whorf (1956). This is a collection of many of Whorf’s papers.

Exercises

3.1 Cognitive linguistics vs. formal linguistics

How does cognitive linguistics differ from formalist approaches in terms of its
approach to universals? Summarise the key points of each position. Is there any
shared ground?

3.2 The Sapir-Whorf hypothesis

Summarise the cognitive linguistics position with respect to the Sapir-Whorf
hypothesis. What is the evidence for this position?

3.3 Space: reference frames

Classify the following examples based on the taxonomy of reference frames
provided in section 3.2. Give your reasoning for each, and provide as much
detail as possible.

(a) St Paul’s cathedral is to the south of the Thames.
(b) St Paul’s is left of the Thames.
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(c) StPaul’s is on the Bank of England side of the Thames.
(d) St Paul’s is in the City of London.
(e) StPaul’s is near the London Monument.

34 Time

Consider the following examples:

(a) Time passed.

(b) Christmas has vanished.

(c) We’ve got through the most difficult period of the project.

(d) They have a lot of important decisions coming up.

(e) The general meeting came after we made the decision to liquidate all
assets.

(f) The top premiership clubs have three games in the space of five days.

In view of the discussion of the lexical concepts and three cognitive models for
TIME presented in this chapter (section 3.2.2), identify which cognitive model
each of these utterances is most likely to be motivated by. What problems did
you have in identifying the relevant cognitive model? How might these prob-
lems be resolved?

3.5 Time: Wolof

Wolof has a number of words that relate to some of the lexical concepts for time
found in English. For instance, dirr corresponds to the English DURATION
concept lexicalised by zzme. In the following examples (drawn from Moore
2000) we’ll consider the Wolof word jor (‘time’). The examples suggest that jor
is comparable to the English concept of COMMODITY, in which time is concep-
tualised as a resource that can be possessed, bought or wasted (e.g. I have all
the time n the world).

(a) Dama nakk jot rekk
SFoC.1 lack time only
‘It’s just that I don’t have time!’
(b) Q: Am nga jot?
have PERF.2  time

‘Do you have (any) time?’

A Fi ma tollu dama nakk jot
where 1.SUBJ be.at.a.point.equivalent.to SFOC.1 lack time
‘At this point I don’t have (any) time.’
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(¢) Su fiu am-ee jot fiu  saafal la
When we have-ANT time we roast.BEN 2.0BJ
‘When we have time we will roast [peanuts] for you.’

However, unlike the English concept COMMODITY as lexicalised by time, jot
cannot be transferred to another person (e.g. can you give/spare me some time?),
nor can it be made, wasted or spent (e.g. we ve made/wasted/spent some time
Jor/on each other). What does this imply regarding the similarities and
differences between the English COMMODITY concept associated with zime, and
the lexical concept for COMMODITY encoded in Wolof by the word jor? What
might this suggest about how Wolof and English speakers conceptualise time
as a resource or commodity? In view of this, is it appropriate to label the
meaning associated with jof COMMODITY, or can you think of another more
appropriate term?

3.6 Kay and Kempton’s colour naming experiment

Kay and Kempton (1984) compared English speakers with Tarahumara
(Mexican Indian) speakers on naming triads of colour (blue, blue-green, green).
Tarahumara has a word for ‘blue-green’, but not separate words for ‘blue’ and
‘green’. The task was to state whether blue-green colour was closer to blue or
green. English speakers sharply distinguished blue and green, but Tarahumara
speakers did not. In a subsequent study, English speakers were induced to call
the intermediate colours blue-green, and the effect disappeared. How might we
interpret these findings in the light of the ideas discussed in this chapter?
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Language in use: knowledge of language,
language change and language acquisition

The subject of this chapter is language use and its importance for knowledge
of language, for how language evolves over time (language change) and for how
we acquire our native language (language acquisition). Some linguistic theories
have attempted to separate the mental knowledge of language from language
use. For example, in developing the generative framework, Chomsky has
argued that language can only be meaningfully investigated from an internal-
ist perspective (internal to the mind of the individual) rather than from the
(externalist) perspective of language use. In Chomsky’s terms, this is the dis-
tinction between competence (knowledge) and performance (use).
Chomksy privileges competence over performance as the subject matter of lin-
guistics. In rejecting the distinction between competence and performance
cognitive linguists argue that knowledge of language is derived from patterns
of language use, and further, that knowledge of language is knowledge of how
language is used. In the words of psychologist and cognitive linguist Michael
Tomasello (2003: 5), ‘language structure emerges from language use.” This is
known as the usage-based thesis.

The purpose of this chapter is to provide a sketch of the assumptions and
theories that characterise this position in cognitive linguistics. One of the
central assumptions is that language use is integral to our knowledge of lan-
guage, our ‘language system’ or ‘mental grammar’. According to this view, the
organisation of our language system is intimately related to, and derives
directly from, how language is actually used. It follows from this assumption
that language structure cannot be studied without taking into account the
nature of language use. This perspective is what characterises cognitive lin-
guistics as a functionalist rather than a formalist approach to language,
a distinction that we explore in more detail in Part I1I of the book (Chapter 22).
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After outlining the main components of a usage-based view of the language
system (section 4.1), we focus on three areas of cognitive linguistics that
attempt to integrate the usage-based thesis with theoretical models of various
linguistic phenomena. The first phenomenon we address is knowledge of lan-
guage (section 4.2). In this context, the term ‘grammar’ is used in its broadest
sense to refer to the system of linguistic knowledge in the mind of the speaker.
In this sense, ‘grammar’ refers not just to grammatical phenomena like syntax,
but also to meaning and sound. As we briefly noted at the end of Chapter 2, the
cognitive model of grammar encompasses (1) the units of language (form-
meaning pairings variously known as symbolic assemblies or construc-
tions) which constitute the inventory of a particular language; and (2) the
processes that relate and integrate the various constructions in a language
system. The specific theory we introduce in this chapter is the framework
called Cognitive Grammar, developed by Ronald Langacker. This approach
explicitly adopts the usage-based thesis; indeed, Langacker was one of the early
proponents of the usage-based perspective.

The second phenomenon we consider is language change (section 4.3).
Here, we examine William Croft’s Utterance Selection Theory of language
change. This theory views language use as the interface that mediates between
the conventions of a language (those aspects of use that make a language
stable) and mechanisms that result in deviation from convention resulting in
language change.

The third phenomenon we investigate is language acquisition (section 4.4).
We explore how children acquire the grammar of their native language from
the perspective of the usage-based model developed by Michael Tomasello,
which integrates insights from cognitive linguistics and cognitive psychology
into a theory of first language acquisition.

4.1 Language in use

In this section we outline some of the assumptions shared by researchers who
have adopted the usage-based thesis in their theoretical accounts of linguistic
structure, organisation and behaviour.

4.1.1 A usage event

Perhaps the most important concept underlying usage-based approaches to
linguistics is the usage event. A usage event is an utterance. Consider the fol-
lowing two definitions of the term ‘utterance’ provided by two of the leading
proponents of the usage-based approach:

[An utterance is| a particular, actual occurrence of the product of
human behavior in communicative interaction (i.e., a string of sounds),
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as it is pronounced, grammatically structured, and semantically and
pragmatically interpreted in its context. (Croft 2001: 26)

An utterance is a linguistic act in which one person expresses towards
another, within a single intonation contour, a relatively coherent
communicative intention in a communicative context. (Tomasello

2000: 63)

As these statements indicate, an utterance is a situated instance of language use
which is culturally and contextually embedded and represents an instance of
linguistic behaviour on the part of a language user. A language user is a
member of a particular linguistic community who, in speaking (and, indeed, in
signing or writing), attempts to achieve a particular interactional goal or set of
goals using particular linguistic and non-linguistic strategies. Interactional
goals include attempts to elicit information or action on the part of the hearer,
to provide information, to establish interpersonal rapport (e.g. when ‘passing
the time of day’) and so on. The linguistic strategies employed to achieve these
goals might include the use of speech acts (requesting, informing, promising,
thanking and so on), choices over words and grammatical constructions, into-
nation structures, choices over conforming or not conforming to discourse
conventions like turn-taking and so on. Non-linguistic strategies include facial
expressions, gesture, orientation of the speaker, proximity of interlocutors in
terms of interpersonal space and so on.

As we will define it, a usage event or utterance has a unit-like status in that
it represents the expression of a coherent idea, making (at least partial) use of
the conventions of the language (the ‘norms’ of linguistic behaviour in
a particular linguistic community). In other words, an utterance is a somewhat
discrete entity. However, we use the expressions ‘unit like’ and ‘somewhat dis-
crete’ because the utterance is not an absolutely discrete or precisely identifi-
able unit. This is because utterances involve grammatical forms (for example,
word order), semantic structures (patterns of meaning), speech sounds, pat-
terns of intonation (for example, pitch contours), slight pauses, and accelera-
tions and decelerations. While these properties converge on discreteness and
unity, they do not co-occur in fixed patterns, and therefore do not provide a set
of criteria for collectively identifying an utterance. In this respect, utterances
differ from the related notion of sentence.

A sentence, as defined by linguistics, is an abstract entity. In other words, it
is an idealisation that has determinate properties, often stated in terms of
grammatical structure. For example, one definition of (an English) sentence
might consist of the formula in (1):

(), S — NPVP
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In this formula, ‘S’ stands for sentence, ‘NP’ for subject noun phrase, and ‘VP’,
for the verb phrase or predicate which provides information about the subject
NP. We will look more closely at this idea in Part III of the book (Chapter 14).

The notion of a sentence, while based on prototypical patterns found in
utterances, is not the same as an utterance. Utterances typically occur sponta-
neously, and often do not conform to the grammaticality requirements of a well-
formed sentence (recall the discussion of grammaticality in Chapter 1). For
example, in terms of structure, an utterance may consist of a single word (Hz/),
a phrase (No way!), an incomplete sentence (Did you put the . . .?) or a sentence
that contains errors of pronunciation or grammar because the speaker is tired,
distracted or excited, and so on. While much of formal linguistics has been con-
cerned with modelling the properties of language that enable us to produce
grammatically well-formed sentences, utterances often exhibit graded gram-
maticality (an idea that is discussed in more detail in Chapter 14). This fact is
widely recognised by linguists of all theoretical persuasions. As this discussion
indicates, while a sentence can be precisely and narrowly defined, an utterance
cannot. While sentences represent the structure associated with a prototypical
utterance, utterances represent specific and unique instances of language use.
Once a sentence is given meaning, context and phonetic realisation, it becomes
a (spoken) utterance. Typically, cognitive linguists place little emphasis on the
sentence as a theoretical entity. In contrast, the notion of a usage event or utter-
ance is central to the cognitive perspective.

4.1.2 The relationship between usage and linguistic structure

As we indicated above, the generative model separates knowledge of language
(competence) from use of language (performance). According to this view,
competence determines performance, but performance can also be affected by
language-external factors of the type we mentioned above, so that performance
often fails to adequately reflect competence. In direct opposition to this view,
cognitive linguists argue that knowledge of language is derived from and
informed by language use. As we will see below, language acquisition is under-
stood from this usage-based perspective not as the activation of an innately
pre-specified system of linguistic knowledge (recall the discussion of Universal
Grammar in Chapter 3), but instead as the extraction of linguistic units or
constructions from patterns in the usage events experienced by the child. This
process relies upon general cognitive abilities, and the set of units or construc-
tions eventually build up the inventory that represents the speaker’s language
system or knowledge of language. Furthermore, in usage-based theories of lan-
guage change, change is seen not as a function of system-internal change, but
as a function of interactional and social (usage-based) pressures that motivate
changes in the conventions of the language system.




COGNITIVE LINGUISTICS: AN INTRODUCTION

4.1.3 Comprehension and production

Language use involves both the production of language and the comprehen-
sion of language. This is because it involves interaction between speakers and
hearers. While speakers ‘put ideas into words’ and utter them, hearers are faced
with the task of ‘decoding’ these utterances and retrieving the ideas behind
them. A model of language has to characterise the system that underlies lin-
guistic interaction, regardless of whether it is a model of language knowledge
or a model of language processing. However, these two types of model con-
centrate on explaining somewhat different aspects of this system. Models of
language processing, like models of language acquisition, fall within the sub-
discipline of psycholinguistics, and seek to explain the ‘step-by-step’ processes
involved in production and comprehension of language. For example, models
of language processing seek to discover the principles that govern how speak-
ers match up concepts with words and retrieve those words from the lexicon,
how hearers break a string of sounds up into words and find the grammatical
patterns in that string, what constraints memory places on these processes, why
speech errors happen and so on. In contrast, models of language knowledge
concentrate on describing the knowledge system that underlies these processes.
Models of language processing usually assume a particular model of language
knowledge as a starting point, and place an emphasis on experimental methods.
The models we discuss in this book (cognitive and formal models) are models
of language knowledge. However, because cognitive linguists adopt the usage-
based thesis, the interactional and goal-directed nature of language use is
central to the cognitive model.

4.1.4 Context

The context in which an utterance or usage event is situated is central to the
cognitive explanation. This is particularly true for word meaning, which is
protean in nature. This means that word meaning is rather changeable. While
words bring with them a conventional meaning, the context in which a word is
used has important effects on its meaning. Furthermore, ‘context’ can mean a
number of different things.

One kind of context is sentential or utterance context. This relates to the
other elements in the string. Consider example (2), where we are focusing in
particular on the meaning of the preposition x:

(2) a. The kitten is in the box.
b. The flower is in the vase.
c. The crack is in the vase.
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These examples involve spatial scenes of slightly different kinds, where in
reflects a spatial relationship between the figure and the reference object. In
(2a) the figure, the kitten, is enclosed by the reference object, the box, so that
the spatial relationship is one of containment. However, in the other two
examples, i# does not prompt for quite the same kind of meaning. In (2b)
the flower is not enclosed by the vase, since it partly protrudes from it.
Equally, in (2¢) iz does not prompt for a relationship of containment, because
the crack is on the exterior of the vase. As these examples illustrate, the
meaning of iz is not fixed but is derived in part from the elements that sur-
round it.

A second kind of context relates not to the other elements in the utterance
itself but to the background knowledge against which the utterance is pro-
duced and understood. Consider example (3):

(3) It’s dark in here.

If said by one caver to another in an underground cavern, this would be
a factual statement relating to the absence of light in the cavern. If uttered by
a linguistics professor to a student who happened to be sitting next to the light
switch in a poorly lit seminar room, this might be a request to turn the light on.
If uttered by one friend to another upon entering a brilliantly lit room, it might
be an ironic statement uttered for the purpose of amusement. As this range of
possible meanings demonstrates, the context of use interacts with the speaker’s
intentions and plays a crucial role in how this utterance is interpreted by the
hearer. One consequence of the role of context in language use is that ambi-
guity can frequently arise. For example, given the cave scenario we sketched
above, example (3) might reasonably be interpreted as an expression of fear,
a request for a torch and so on.

In order to distinguish the conventional meaning associated with a particu-
lar word or construction, and the meaning that arises from context, we will
refer to the former as coded meaning and the latter as pragmatic meaning.
For example, the coded meaning associated with iz relates to a relationship
between a figure and a reference object in which the reference object has prop-
erties that enable it to enclose (and contain) the figure. However, because words
always occur in context, coded meaning represents an idealisation based on
the prototypical meaning that emerges from contextualised uses of words. In
reality, the meaning associated with words always involves pragmatic meaning,
and coded meaning is nothing more than a statement of this prototypical
meaning abstracted from the range of pragmatic (situated) interpretations
associated with a particular word. According to this view, pragmatic meaning
is ‘real”’ meaning, and coded meaning is an abstraction. We explore these ideas
in detail in Part II of the book (Chapter 7).
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4.1.5 Frequency

The final assumption relating to the usage-based thesis that we introduce in
this section is the notion of frequency. If the language system is a function of
language use, then it follows that the relative frequency with which particular
words or other kinds of constructions are encountered by the speaker will affect
the nature of the language system. This is because cognitive linguists assume
that linguistic units that are more frequently encountered become more
entrenched (that is, established as a cognitive pattern or routine) in the lan-
guage system. According to this view, the most entrenched linguistic units tend
to shape the language system in terms of patterns of use, at the expense of less
frequent and thus less well entrenched words or constructions. It follows that
the language system, while deriving from language use, can also influence lan-
guage use.

4.2 Cognitive Grammar

In this section, we present an overview of Cognitive Grammar, the model of
language developed by Ronald Langacker. The purpose of this section is to
illustrate what a usage-based model of language looks like, rather than to
provide a detailed overview of the theory. We return to the details of
Langacker’s theory in Part III of the book.

Langacker’s model is called ‘Cognitive Grammar’ because it represents an
attempt to understand language not as an outcome of a specialised language
module, but as the result of general cognitive mechanisms and processes.
According to this view, language follows the same general principles as other
aspects of the human cognitive system. In this respect, Cognitive Grammar
upholds the generalisation commitment (Chapter 2). It is also important to
point out that the term ‘grammar’ is not used here in its narrow sense, where
it refers to a specific subpart of language relating to syntactic and/or morpho-
logical knowledge. Instead, the term ‘grammar’ is used in the broad sense,
where it refers to the language system as a whole, incorporating sound,
meaning and morphosyntax.

We begin with a brief sketch of the central assumptions of Cognitive
Grammar. This approach rejects the modular view adopted by formal models,
according to which language is a system of ‘words and rules’ consisting of a
lexicon, a syntactic component containing rules of combination that operate over
lexical units, and other components governing sound and sentence meaning.
Instead, Cognitive Grammar takes a symbolic or constructional view of lan-
guage, according to which there is no distinction between syntax and lexicon.
Instead, the grammar consists of an inventory of units that are form-meaning
pairings: morphemes, words and grammatical constructions. These units, which
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Langacker calls symbolic assemblies, unite properties of sound, meaning and
grammar within a single representation.

4.2.1 Abstraction, schematisation and language use

In Cognitive Grammar, the units that make up the grammar are derived from
language use. This takes place by processes of abstraction and schematisa-
tion. Abstraction is the process whereby structure emerges as the result of the
generalisation of patterns across instances of language use. For example,
a speaker acquiring English will, as the result of frequent exposure, ‘discover’
recurring words, phrases and sentences in the utterances they hear, together
with the range of meanings associated with those units. Schematisation is a
special kind of abstraction, which results in representations that are much less
detailed than the actual utterances that give rise to them. Instead, schematisa-
tion results in schemas. These are achieved by setting aside points of
difference between actual structures, leaving just the points they have in
common. For instance, in example (2), we saw that the three distinct utterances
containing the lexical item in have slightly different meanings associated with
them. These distinct meanings are situated, arising from context. We estab-
lished that what is common to each of these utterances is the rather abstract
notion of enclosure; it is this commonality that establishes the schema for .
Moreover, the schema for iz says very little about the nature of the figure and
reference object, only that they must exist, and that they must have the basic
properties that enable enclosure. Crucially, symbolic assemblies, the units of
the grammar, are nothing more than schemas.

As we saw in Chapter 1, there are various kinds of linguistic units or sym-
bolic assemblies. They can be words like cat, consisting of the three sound seg-
ments [k], [&] and [t] that are represented as a unit [kaet ], idioms like [ He/she
kick-TENSE the bucket], bound morphemes like the plural marker [-s] or the
agentive suffix [-¢r] in teacher, and syntactic constructions like the ditransitive
construction that we met in Chapter 2.

In sum, abstraction and schematisation, fundamental cognitive processes,
produce schemas based on usage events or utterances. In this way, Cognitive
Grammar makes two claims: (1) general cognitive processes are fundamental to
grammar; and (2) the emergence of grammar as a system of linguistic knowl-
edge is grounded in language use.

4.2.2 Schemas and their instantiations

As we mentioned briefly earlier, cognitive linguists argue that grammar not
only derives from language use, but also, in part, motivates language use. It does
this by licensing or sanctioning particular usage patterns. A usage pattern
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Figure 4.1 An instantiation of a schema (adapted from Langacker 2000: 10)

instantiates its corresponding schema; instantiations, therefore, are specific
instances of use, arising from a schematic representation. This idea is illus-
trated in Figure 4.1.

In Figure 4.1, the box labelled G represents the repository of conventional
units of language: the grammar. The box labelled U represents a particular
usage event: an utterance. The box labelled A in the grammar represents a con-
ventional unit: a symbolic assembly. The circle labelled B represents a specific
linguistic element within an utterance. The arrow signals that B instantiates (or
‘counts as an instance of ’) schema A. This means that A sanctions B.

4.2.3 Partial sanction

Of course, language use is not a simple case of language users making use of
the finite set of symbolic assemblies represented in their grammar. After all, the
richness and variety of situations and contexts in which language users find
themselves, and the range of meanings that they need to express, far exceed the
conventional range of units a language possesses. Although impressive in its
vastness, the inventory of constructions available in a single language is never-
theless finite.

One solution to the restrictions imposed on language use by the finiteness of
these resources lies in the use of linguistic units in ways that are only partially
sanctioned by the range of constructions available in the language. In other
words, language use is often partially innovative. For example, consider the
word mouse. This word has recently acquired a new meaning: it refers not only
to a rodent, but also to a computer ‘mouse’, which has a similar shape. When
this new pattern of usage first appeared, it was an innovation, applied by the
manufacturers of the computer hardware. This new usage was only partially
sanctioned by the existing construction. This is illustrated by the dotted arrow
in Figure 4.2. In this diagram, A represents the linguistic unit with the form
mouse and the meaning RODENT, while the B has the same form but the meaning
PIECE OF COMPUTER HARDWARE USED TO CONTROL THE CURSOR.

As we will see when we discuss language change later in the chapter,
partial sanction only results in language change when it is diffused through a
linguistic community and becomes established as a conventional unit in its own
right.
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Figure 4.2 Partial sanction by a schema (adapted from Langacker 2000: 10)

4.2.4 The non-reductive nature of schemas

An important feature of Langacker’s framework, which results from positing
a direct relationship between grammatical organisation and language use, is
that the model is non-reductive. As we noted above, one of the factors
involved in the establishment of constructions is frequency: if a particular
linguistic structure recurs sufficiently frequently, it achieves the status of an
entrenched unit. As a result of the process of entrenchment, schemas result
that have different levels of schematicity. This means that some schemas
are instances of other, more abstract, schemas. In this way, the grammar
acquires an internal hierarchical organisation, where less abstract schemas
are instances of more abstract schemas. For example, consider prepositions
(P) like for, on and in, which are combined with a complement noun
phrase (NP) to form a preposition phrase (PP). In example (4), the NP is
bracketed.

(4) a. to[me]
b. on [the floor]
c. in [the garage]

The expressions in (4), to me, on the floor and in the garage, are common phrases
that probably have unit status for most speakers of English. In other words,
they are constructions. However, there is another schema related to these con-
structions, which has the highly schematic form [P [NP]] and the highly
schematic meaning DIRECTION OR LOCATION WITH RESPECT TO SOME PHYSICAL
ENTITY. The constructions in (4) are instances of the more abstract schema
[P [NP]]. This is illustrated in Figure 4.3.

This view of grammar is non-reductive in the following way. The construc-
tions in (4) can be predicted by the more general schema of which they are
instances. However, the fact that they can be predicted does not mean that they
can be eliminated from the grammar. On the contrary, the fact that expressions
of this kind are frequently occurring ensures that they retain unit status as dis-
tinct constructions. Moreover, that fact that they share a similar structure and
a common abstract meaning ensures that the more abstract schema also coex-
ists with them in the grammar.
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[P [NP]]

[to me] [on the floor] [in the garage]

Figure 4.3 Schema-instance relations

This non-reductive model stands in direct opposition to the generative
grammar model, which places emphasis on economy of representation.
This is because the generative model assumes that the rapid acquisition of an
infinitely creative system of language can only be plausibly accounted for by a
small and efficient set of principles. In particular, the model seeks to eliminate
redundancy: the same information does not need to be stated in more than
one place, as this makes the system cumbersome. According to this view, the
fact that the expressions in (4) are predictable from the more abstract schema
means that these instances can be eliminated from the grammar and ‘built from
scratch’ each time they are used. In the generative model, the only construc-
tion that would be stored in the grammar is the abstract schema. However, this
schema would lack schematic meaning and would instead have the status of an
‘instruction’ about what kinds of forms can be combined to make grammatical
units. In the generative model, then, what we are calling a schema is actually
a rule. While schemas are derived from language use and thus incorporate
a meaning element, rules are minimally specified structural representations
that predict the greatest amount of information possible in the most econom-
ical way possible.

4.2.5 Frequency in schema formation

As we have seen, the central claim of Cognitive Grammar, with respect to the
usage-based thesis, is that usage affects grammatical representation in the
mind. Furthermore, frequency of use correlates with entrenchment. Two main
types of frequency effects have been described in the literature: token fre-
quency and type frequency. Fach of these gives rise to the entrenchment of
different kinds of linguistic units. While token frequency gives rise to the
entrenchment of instances, type frequency gives rise to the entrenchment of
more abstract schemas.

Token frequency refers to the frequency with which specific instances are
used in language. For instance, the semantically related nouns fa/sehood and lie
are differentially frequent. While /ze is much more commonly used, falsehood is
much more restricted in use. This gives rise to differential entrenchment of the
mental representations of these forms. This is illustrated in the diagrams in
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falsehood

falsehood falsehood

Low token frequency

lie

High token frequency

Figure 4.4 Frequency effects and entrenchment of instances

Figure 4.4. The degree of entrenchment of a linguistic unit, whether instance
or more abstract schema, is indicated by the degree to which the square box is
emboldened.

Now let’s consider type frequency. While token frequency gives rise to the
entrenchment of instances, type frequency gives rise to the entrenchment of
more abstract schemas. For instance, the words lapped, stored, wiped, signed,
typed are all instances of the past tense schema [VERBed]. The past tense
forms flew and blew are instances of the past tense schema [XXew]. As there
are fewer usage events involving the distinct lexical items blew and flew (as
there are fewer distinct lexical items of this type relative to past tense forms of
the -ed type), then it is predicted that the [XXew] type schema will be less
entrenched in the grammar than the [VERBed] type schema. This is dia-
grammed in Figure 4.5.

Recall that, due to the non-reductive nature of the model, the predictability
of an instance from a schema does not entail that the instance is not also stored
in the grammar. Indeed, a unit with higher token frequency is more likely to be
stored. For instance, the form gir/s is predictable from the lexical item gir/, plus
the schema [NOUN-s]. However, due to the high token frequency of the form
girls, this lexical item is likely to be highly entrenched, in addition to the form
girl and the plural schema [NOUN-s]. This contrasts with a plural noun like
portcullises which is unlikely to be entrenched because this expression has low
token frequency. Instead, this form would be sanctioned by combination of the
plural schema and the singular form portcullis.

Bybee and Slobin (1982) provide empirical evidence for the view that
frequency correlates with degree of entrenchment. They found that highly fre-
quent irregular forms resist regularisation, while infrequent irregular forms
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Figure 4.5 Frequency effects and entrenchment of schemas

Table 4.1 Past tense endings of selected verbs in 1982 (based on Bybee and Slobin
1982)

Most frequent Less frequent Infrequent

past form -z only past form -ed or -1 past form -ed only
bend — bent blend — blended/blent wend — wended
lend — lent geld — gelded/gelt

send — sent gird — girded/girt

spend — spent rend — rended/rent

build — built

tend to become regularised over time. Bybee and Slobin compared irregular
past tense forms of English verbs like buzld — built from Jesperson’s (1942) his-
torical grammar of English with their modern forms in the (1982) American
Heritage Dictionary. They found that more frequently used irregular verbs like
lend had retained the irregular past tense form (/ent). In contrast, less frequent
forms like blend could alternate between the irregular form with - (blent) and
the regular past tense form with the suffix -ed (blended). However, highly infre-
quent forms like wend were by (1982) listed only with the regular past tense
suffix (wended). Table 4.1 lists the past tense endings for these verbs as they
appear in the 1982 dictionary.

4.3 A usage-based approach to language change

In this section we examine a usage-based approach to language change, the
theory of Utterance Selection developed by William Croft in his (2000) book
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Explaining Language Change. Before doing so, we briefly introduce the branch
of linguistics concerned with language change, historical linguistics.

4.3.1 Historical linguistics and language change

Historical linguistics is concerned with describing how languages change and
with attempting to explain why languages change. It concerns the histories
and prehistories of languages and relationships between languages. Since the
1960s, explanations in historical linguistics have been revolutionised by the
sociolinguistic examination of language variation. This is the observation
that the language we use (the words and phrases we choose, the way we pro-
nounce them and so on) varies from day to day, from situation to situation
and from person to person. L.anguage variation occurs at the level of the indi-
vidual, in that each speaker employs distinct registers of language in different
situations (formal, informal, ‘motherese’ and so on), and at the level of the
group, in that speakers can be grouped according to regional dialect and
social dialect. In the process of language change, speakers either consciously
or unconsciously target the variation that already exists in the language due
to social factors, selecting some variants over others and spreading them
through a speech community. Language change can be (and often is)
gradual, and in some cases almost imperceptible, but over time the results can
be spectacular.

To see how spectacular, let’s briefly examine a few changes that have taken
place in English. English belongs to the Germanic branch of the Indo-
European family of languages. A language family is a group of ‘genetically’
related languages, in the sense that they are hypothesised to have emerged from
a common ‘parent’ language. Such relations are established on the basis of sys-
tematic correspondences in terms of words, sounds or grammar. Between the
years 450 and 550 AD, several Germanic tribes from parts of modern-day
Holland, Denmark and Northern Germany arrived and settled in what is now
England. In doing so they pushed the native Britons, the Celts, westwards,
hence the restriction of the Celtic languages (the ancestors of Cornish and
Welsh) to the western peripheries of the country. Within a few centuries, the
language spoken by these tribes was sufficiently distinct from the languages of
continental Europe to be referred to by a new name. Texts from the period refer
to the language as Englisc, and from around 1000 AD there is evidence that the
country is referred to as Englaland, ‘land of the Angles’; one of the Germanic
tribes. In a cruel twist, the displaced inhabitants, the Celts, were labelled
wealas, meaning ‘foreigners’, by the invaders, which provides the derivation of
the modern forms Welsh and Wales.

The English spoken in the centuries just after the arrival of the Germanic
tribes is called Old English (or Anglo-Saxon) by historians of the language.
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Old English is spectacularly different from Modern English. To get a sense of
some of the differences, consider the sentences in (5) and (6):

(5) S€0 cwen geseah pone guman
The  woman saw the man

(6) se guma geseah ba cwen
The  man saw the woman

These sentences illustrate some of the differences between Old and Modern
English. Perhaps the most striking difference is the unfamiliar look of some of
the words, although some of the sounds are somewhat familiar. For instance,
the Old English word for ‘woman’, ¢wen, has developed into the modern-day
form gueen. This is an example of a phenomenon called narrowing: over time
a word develops a more specialised, or narrower, function. Today queen can
only be applied to a female monarch, whereas in Old English it could be applied
to all adult females.

Another striking difference is that Old English had a case system. Case is
the morphological marking of grammatical relations like subject and object. In
example (5), the subject of the sentence features a definite article ‘the’ marked
with nominative (subject) case séo, indicating that what comes next is the
subject of the sentence. The definite article pone indicates accusative (object)
case, indicating that guman is the object of the sentence. One consequence of
the morphological flagging of subject and object is that word order was not as
rigid in Old English as it is in Modern English. In Modern English, we know
which expression in a sentence is the subject and which is the object by their
position in the sentence: while the subject precedes the verb, the object follows
it. One advantage of a case system is that the language is less reliant on word
order to provide this kind of information.

Yet another difference illustrated by these sentences also concerns the defi-
nite articles: in addition to encoding case, Old English also encoded gender.
While seo and se in (5) and (6) are both nominative case forms, the former
encodes feminine gender and the latter masculine gender. Similarly, while pa
and pone in (5) and (6) both encode accusative case, pa encodes masculine
gender and pone encodes feminine gender. In addition, observe that nouns
show case agreement with the definite article that precedes them: the dis-
tinction between guman and guma results from case agreement.

Finally, these examples reveal another striking distinction. Some past tense
verbs in Old English were marked by the prefix ge-, as in geseak, which con-
trasts with the modern past tense equivalent, saw. Historical linguistics is con-
cerned, then, with explaining how and why Old English evolved into the
version of English that we recognise today.
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4.3.2 The Utterance Selection Theory of language change

In this section, we focus on a particular cognitively oriented theory of language
change: the Utterance Selection Theory of language change developed by Croft
(2000). The key assumption behind this approach is that languages don’t
change; instead, people change language through their actions. In other words,
language is changed by the way people use language. In this respect, Croft’s
approach takes a usage-based perspective on language change. At first glance,
this perspective may seem problematic. L.anguage is a system that people use
for communication. Given that humans are not telepathic, then if communica-
tion is to succeed, speaker and hearer must share a common code (a technical
term for a single variety of a language). This means that speaker and hearer
follow certain conventions in the way they use language. As we observed earlier,
a convention is a regularity in behaviour which all speakers in a particular lin-
guistic community adhere to, either consciously or unconsciously. It follows
that a language is a conventional system that allows speakers to express mean-
ings that will be recognised by others in the same linguistic community. For
instance, the word dog is arbitrary in the sense that there is nothing predictable
about the sounds that are used to express the lexical concept DOG in English.
Other languages use different sounds (e.g. chien in French and Hund in
German). However, a convention of English holds that the word dog refers to
a particular kind of animal: the word has a conventional meaning. This means
that all English speakers can use this word to refer to this animal and in so doing
they are following a convention of English. In addition, strings of words can
also represent conventions. For example, as we saw in Chapter 1, the idiomatic
meaning of the expression He kicked the bucket, is ‘he died’ not ‘a male kicked
a bucket’. This is a convention of English. Similarly, the phrase: Can you pass
me the salt? which is literally a question about someone’s ability to do something,
is actually understood as a request. This is also a convention of English.

If convention is so important to human language and linguistic behaviour,
why does language change? If everyone is following the conventions of the lan-
guage, how do languages change and what causes this change? For this to
happen, someone must break a convention and this innovation must then
undergo propagation, which means that the change spreads through the lin-
guistic community and becomes established as a new convention. As we saw
above, the conventions of Old English and Modern English are radically
different, yet these are two varieties of the same language, separated by time
but connected by the process of continuous replication (section 4.3.3).

According to Croft, the explanation lies in the fact that ‘there cannot be a word
or phrase to describe every experience that people wish to communicate’ (Croft
2000: 103). In other words, language use has to be partly non-conventional if it
is to express all human experience, yet it is also partly conventional in that novel
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Figure 4.6 The structure of language change

uses rely upon existing aspects of language. One area in which human experi-
ence frequently outstrips the conventions of language, and thereby necessitates
innovation, is the domain of technological advances. The telephone, the com-
puter, the car and the camcorder are all inventions that have emerged relatively
recently. Their emergence has necessitated the coining of new words.

Consider the word camcorder. This describes a hand-held camera that
records moving pictures. The new word camcorder made use of existing con-
ventional forms camera and recorder, and blended them to create camcorder.
This is called a formal blend. Blending is a productive word formation
process in which elements from two existing words are merged to provide a new
word, as in the standard textbook example of smog from smoke and fog. Blending
relies partly on convention (using existing words), but is also partly innovative,
creating a new word.

By assuming the two processes of innovation and propagation, Croft’s
approach explicitly acknowledges that language change is both a synchronic
and a diachronic phenomenon. A synchronic view of language examines the
properties of language at a specific discrete point in time: innovation occurs at
a specific point in time. A diachronic view of language considers its properties
over a period of time: propagation occurs over a period of time, in that an inno-
vation sometimes requires centuries to become fully conventionalised.
Figure 4.6 illustrates the structure of language change. A (set of) convention(s)
is changed when the convention is first broken: this is innovation. If this
innovation is propagated throughout a linguistic community, it can become
established as a convention, and this changes the language. The diagram in
Figure 4.7 captures the view that language change involves synchronic and
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Language change

Synchronic dimension: Diachronic dimension:
innovation propagation

Figure 4.7 The synchronic and diachronic dimensions of language change

diachronic dimensions (in contrast to some theories of language change, which
only consider propagation as language change).

4.3.3 The Generalised Theory of Selection and the Theory of Utterance
Selection

The theory of Utterance Selection takes its inspiration from neo-Darwinian
evolutionary theory, particularly the application of theories of biological evo-
lution to sociocultural constructs like scientific theories. David Hull, a philoso-
pher of science, has attempted to draw out the similarities between various
versions of neo-Darwinian evolutionary theory and has developed what he calls
a Generalised Theory of Selection. Because Croft draws upon Hull’s
Generalised Theory of Selection in developing his Theory of Utterance
Selection, we begin by outlining four key ideas from Hull’s theory.

The key concepts in the Generalised Theory of Selection are: (1) replicator;
(2) interactor; (3) selection; and (4) lineage. A replicator is an entity whose
structure can be passed on in successive replications. An example of a replica-
tor from biology is the gene, which contains material that is passed on to
offspring through procreation. Crucially, however, the process of replication
may introduce differences, which result in a slightly different structure from
the original replicator. Changes introduced during ongoing replication are
cumulative, and result in a replicator that, through successive replications, can
have quite different properties from the original replicator. For instance, genes
are contained in DNA sequences. Because errors, known as mutations, can
occur during the process of replication, new DNA sequences can be replicated.
This process is known as altered replication and contrasts with normal
replication which copies the original replicator exactly. An interactor is an
entity that interacts with its environment in such a way that replication occurs.
An example of an interactor from biology is an individual organism.

Selection is the process whereby the extinction or proliferation of inter-
actors results in the differential perpetuation of replicators. For example, if
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Table 4.2 Key ideas in the Generalised Theory of Selection (Croft 2000)

Replicator An entity possessing structure that can be passed on

Replication The process of copying a replicator

Normal replication The process of replication resulting in an exact copy

Altered replication The process of replication whereby the resulting replicator is
different from the replicator it copies

Interactor An entity that interacts with its environment so that replication
occurs

Selection The process whereby replicators are differentially perpetuated

(i.e. some replicators are more successful than others)
Lineage An entity that persists over time due to replication

a particular individual or set of individuals dies out, then the corresponding
gene pool, the set of replicators, is lost. Finally, lineage relates to the persis-
tence of an entity over time, due either to normal or to altered replication. An
example of this idea from biology is a species. Table 4.2 summarises these ideas.

Croft’s Theory of Utterance Selection applies these notions to language
change. However, before looking in detail at what the counterparts of each of
these constructs might be in the domain of language, it is important to address
the motivations for treating language change in terms of a theory of generalised
selection. Recall that cognitive linguists view language change as the result of
language use, in particular the result of interaction between interlocutors. As a
consequence, there are selectional pressures exerted on linguistic conventions,
because language is a system in use that changes as a response to the new uses
to which it is put. From this perspective, it makes perfect sense to apply an evo-
lutionary framework to language change.

Next, let’s consider what the linguistic counterparts of the constructs illus-
trated in Table 4.2. might be. We begin with the idea of a replicator. In biology,
the gene represents a replicator which is embedded in strands of DNA. In the
Theory of Utterance Selection, a replicator is an element of language realised
in an utterance. Recall that we defined an utterance as a usage event, each utter-
ance representing a unique speech event bounded in space and time. From this
perspective, even if a language user were to repeat an utterance twice, we would
still be looking at two distinct utterances. The elements of language that are
realised in utterances, and that can therefore count as replicators, include
words, morphemes and grammatical constructions. Croft calls these linguistic
replicators linguemes. Crucially, just as each utterance is a unique event, so is
each lingueme.

The linguemes in any given utterance are usually associated with a conven-
tional meaning. Normal replication occurs when linguemes are used in accor-
dance with the conventions of the language. Altered replication, which is
essentially innovation, occurs when an utterance provides a meaning that breaks
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Table 4.3 Terms for Generalised Theory and linguistic equivalents (Croft 2000)

Replicator Lingueme

Interactor Normal replication Language user Conforming to
linguistic conventions

Altered replication Not conforming to

linguistic conventions
(innovation)

Selection Propagation

Lineage Etymology

with the conventions of the language. In other words, altered replication (inno-
vation) occurs when there is a disjunction between the conventional form-
meaning mapping within an utterance. We discuss this in more detail below.

In the Theory of Utterance Selection, the interactors are the language users.
Of course, language change does not depend solely on a group of speakers
dying or being more successful at breeding, although language death can be
caused by an entire speech community dying out. More commonly, interactors
play a role in the selection of utterances by virtue of the various social and com-
munication networks within which they interact, a point to which we return in
more detail below.

In terms of language change, just as altered replication can be equated with
innovation, so can selection be equated with propagation. The selection and
use of a particular utterance containing a particular lingueme or set of
linguemes can propagate the altered replication (the innovation), enabling it to
diffuse through a linguistic community. In time, this innovation becomes estab-
lished as a new convention.

Finally, we turn to the concept of lineage. In terms of language change, this
relates to etymology. Etymology is the study of the history of linguistic units,
particularly words; etymologists are linguists who study the historical chain
of developments affecting word form and meaning. Table 4.3 summarises the
notions discussed in the Generalised Theory of Selection and its equivalents
in linguistic theory.

4.3.4 Causal mechanisms for language change

In this section, we consider the social mechanisms that give rise to replication,
resulting in normal replication, altered replication (innovation), and selection
(propagation). Because the Theory of Utterance Selection is usage-based, we
are concerned with utterances (usage events), which are embedded in linguis-
tic interaction. For this reason, we require a theory that explains the nature of]
and the motivations for, the kinds of interactions that language users engage in.
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Recall that the usage-based view of language change assumes that these inter-
actions preserve language stability (by following linguistic conventions), bring
about innovation (by breaking linguistic conventions) and give rise to propaga-
tion due to the differential selection of certain kinds of linguemes by language
users in a sociocultural context, resulting in the establishment of new conven-
tions. In order to account for human behaviour in linguistic interaction, Croft
adopts a model proposed by Rudi Keller (1994), which describes linguistic
interaction in terms of a number of maxims. The hypermaxims and maxims
discussed below are therefore drawn from Keller’s work. Note, however, that
while we have numbered the maxims for our purposes, these numbers do not
derive from Keller’s work.

Keller views linguistic behaviour as a form of social action, in keeping with
functional approaches to language. He proposes a number of maxims in order
to model what language users are doing when they use language. The maxims
described here are in service of a more general principle, which Keller (1994)
calls a hypermaxim. In Keller’s terms, this is the hypermaxim of linguistic
interaction and can be stated as follows:

(7) Hypermaxim: “Talk in such a way that you are most likely to reach
the goals that you set yourself in your communicative enterprise’.
(Keller 1994: 106)

Croft argues that by observing the various maxims in the service of fulfilling
the hypermaxim of linguistic interaction, speakers facilitate normal replica-
tion, altered replication and selection, and thus bring about language change.

Normal replication

As we have seen, a theory of language change must be able to account for the
relative stability of language as well as offering an explanation for how and why
language changes. Recall that convention is crucial to the success of language
as a communicative system. Croft argues that normal replication, which
enables stability, arises from speakers following the maxim stated in (8):

(8) Maxim 1: ‘Talk in such a way that you are understood’. (Keller
1994: 94)

Of course, this maxim states the rather obvious but no less important fact that
speakers normally intend to be understood in linguistic interaction. In order to
be understood, speakers follow the conventions of the language. Hence, the
unintended consequence of observing Maxim 1 is normal replication: stability
in language.
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Altered replication

Croft argues that innovation arises because, in addition to wanting to be under-
stood, speakers also have a number of other goals. These are summarised by the
series of maxims stated in (9)—(12).

(9) Maxim 2: “Talk in such a way that you are noticed’. (Keller 1994: 101)

(10) Maxim 3: “Talk in such a way that you are not recognizable as a
member of the group’. (Keller 1994: 101)

(11) Maxim 4: “Talk in an amusing, funny, etc. way’. (Keller 1994: 101)

(12) Maxim 5: “Talk in an especially polite, flattering, charming, etc. way’.
(Keller 1994: 101)

These maxims relate to the ‘expressive’ function of language. In other words,
in order to observe the hypermaxim (achieve one’s goals in linguistic interac-
tion), speakers might follow Maxims (2)—(5). However, in following these
maxims, the speaker may need to break the conventions of the language. As a
consequence, innovation or altered replication takes place. We will look at some
specific examples below. A further maxim posited by Keller, which may be
crucial in altered replication, is stated in (13):

(13) Maxim 6: “Talk in such a way that you do not expend superfluous
energy’. (Keller 1994: 101)

This maxim relates to the notion of economy. The fact that frequently used
terms in a particular linguistic community are often shortened may be
explained by this maxim. Croft provides an example from the community of
Californian wine connoisseurs. While in the general English-speaking com-
munity wine varieties are known by terms like Cabernet Sauvignon, Zinfandel
and Chardonnay, in this speech community, where wine is a frequent topic of
conversation, these terms have been shortened to Cab, Zin and Chard. As Croft
(2000: 75) observes, ‘The energy expended in an utterance becomes superflu-
ous, the more frequently it is used, hence the shorter the expression for it is
likely to be(come).” While some theories of language treat economy in terms of
mental representation (as a function of psycholinguistic processing costs),
Croft argues that Maxim 6, which essentially relates to economy, actually
relates to a speaker’s interactional goals in a communicative context. In other
words, Maxim 6 can only be felicitously followed when it doesn’t contravene
other maxims, like Maxim 1. Itis only in a context involving wine connoisseurs,
for instance, that the diminutive forms do not flout Maxim 1 and are therefore
felicitous.
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The observation of the maxims we have considered so far is intentional:
deliberate on the part of the language user. However, there are a number of
mechanisms resulting in altered replication that are non-intentional. These
processes are nevertheless grounded in usage events. We briefly consider
these here.

Altered replication: sound change

The first set of non-intentional mechanisms relates to regular sound change.
Sound change occurs when an allophone, the speech sound that realises a
phoneme, is replicated in altered form. Because the human articulatory system
relies on a highly complex motor system in producing sounds, altered replica-
tion can occur through ‘errors’ in articulation. In other words, the articulatory
system can overshoot or undershoot the sound it is attempting to produce,
giving rise to a near (slightly altered) replication. Of course, it seems unlikely
that an individual’s speech error can give rise to a change that spreads through-
out an entire linguistic community, but the famous sociolinguist William Labov
(1994) suggests that mechanisms like overshoot or undershoot can give rise to
vowel chain shifts in languages.

A chain shift involves a series of sound changes that are related to one
another. This typically involves the shift of one sound in phonological space
which gives rise to an elaborate chain reaction of changes. Chain shifts are often
likened to a game of musical chairs, in which one sound moves to occupy the
place of an adjacent pre-shift sound, which then has to move to occupy the
place of another adjacent sound in order to remain distinct, and so on. The net
effect is that a series of sounds move, forming a chain of shifts and affecting
many of the words in the language.

A well known example of a chain shift is the Great English Vowel Shift,
which took effect in the early decades of the fifteenth century and which, by the
time of Shakespeare (1564-1616), had transformed the sound pattern of
English. The Great Vowel Shift affected the seven long vowels of Middle
English, the English spoken from roughly the time of the Norman conquest
of England (1066) until about half a century after the death of Geoffrey
Chaucer (around 1400). What is significant for our purposes is that each of the
seven long vowels was raised, which means that they were articulated with the
tongue higher in the mouth. This corresponds to a well known tendency in
vowel shifts for long vowels to rise, while short vowels fall.

Labov (1994) suggests that chain shifts might be accounted for in purely artic-
ulatory terms. In other words, the tendency for long vowels to undergo raising
in chain shifts might be due to articulatory pressure for maintaining length,
which results in the sound being produced in a higher region of the mouth.
This is the phenomenon of overshoot. Undershoot applies to short vowels,
but in the opposite direction (lowering). Crucially, this type of mechanism is
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non-intentional because it does not arise from speaker goals but from purely
mechanical system-internal factors.

Another non-intentional process that results in sound change is assimila-
tion. Croft, following suggestions made by Ohala (1989), argues that this type
of sound change might be accounted for not by articulatory (sound-producing)
mechanisms, but by non-intentional auditory (perceptual) mechanisms.
Assimilation is the process whereby a sound segment takes on some of the char-
acteristics of a neighbouring sound. For instance, many French vowels before
a word-final nasal have undergone a process called nasalisation. Nasal
sounds — like [m] in mother, [n] in naughty and the sound [n] at the end of thing —
are produced by the passage of air through the nasal cavity rather than the oral
cavity. In the process of nasalisation, the neighbouring vowel takes on this
sound quality, and is articulated with nasal as well as oral airflow. For instance,
French words like fin ‘end’ and bon ‘good’ feature nasalised vowels. The con-
sequence of this process is that in most contexts the final nasal segment [n] is
no longer pronounced in Modern French words, because the presence of a
nasalised vowel makes the final nasal sound redundant. Notice that the spelling
retains the ‘n’, reflecting pronunciation at an earlier stage in the language
before this process of sound change occurred.

The process that motivates assimilation of this kind is called hypocorrec-
tion. In our example of hypocorrection, the vowel sound is reanalysed by the
language user as incorporating an aspect of the adjacent sound, here the nasal.
However, this process of reanalysis is non-intentional: it is a covert process that
does not become evident to speakers until the nasalisation of the vowel results
in the loss of the nasal sound that conditioned the reanalysis in the first place.

Altered replication: form-meaning reanalysis

Altered replication is not restricted to sound change, but can also affect sym-
bolic units. Recall that symbolic units are form-meaning pairings. l.anguage
change that affects these units can be called form-meaning reanalysis (Croft
uses the term form-function reanalysis). Form-meaning reanalysis involves
a change in the mapping between form and meaning. Consider examples (14)

and (15).

(14) I’m going to the library.

(15) I’m going to be an astronaut (when I grow up).
What concerns us here is the meaning of the be going to construction. In
example (14), this expression describes a physical path of motion, while in (15)

it describes future time, which is the more recent meaning associated with this
construction. This is an example of a type of form-meaning reanalysis known
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as grammaticalisation, an issue to which we return in detail in Part III of
the book (Chapter 21). As we noted above, the term reanalysis does not imply
a deliberate or intentional process. Instead, the reanalysis is non-intentional,
and derives from pragmatic (contextual) factors.

Selection

We now turn to the social mechanisms responsible for selection, and look at
how the innovation is propagated through a linguistic community so that it
becomes conventionalised. In the Theory of Utterance Selection, mechanisms
of selection operate over previously used variants. One such mechanism pro-
posed by Keller is stated in (16).

(16) Maxim 7: “Talk like the others talk’. (Keller 1994: 100)

Croft argues that this maxim is closely related to the theory of accommoda-
tion (Trudgill 1986). This theory holds that interlocutors often tend to accom-
modate or ‘move towards’ the linguistic conventions of those with whom they
are interacting in order to achieve greater rapport or solidarity. A variant of
Maxim 7 posited by Keller is stated in (17).

(17) Maxim 8: “Talk in such a way that you are recognized as a member of

the group’. (Keller 1994: 100)

This maxim elaborates Maxim 7 in referring explicitly to group identity. From
this perspective, the way we speak is an act of identity, as argued by LePage
and Tabouret-Keller (1985). In other words, one function of the language we
use is to identify ourselves with a particular social group. This means that
sometimes utterances are selected that diverge from a particular set of conven-
tions as a result of the desire to identify with others whose language use is
divergent from those conventions.

Table 4.4 summarises the various mechanisms for language change and lan-
guage stability that have been described in this section. Of course, this discus-
sion does not represent an exhaustive list of the mechanisms that are involved
in language change, but provides representative examples.

In sum, we have seen that the Theory of Utterance Selection is a usage-
based theory of language change because it views language as a system of use
governed by convention. L.anguage change results from breaking with conven-
tion and selecting some of the new variants created as a result of this departure.
While the propagation of new forms can be due to intentional mechanisms
relating to the expressive functions associated with language, it also involves
non-intentional articulatory and perceptual mechanisms. Finally, the selection
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Table 4.4 Causal mechanisms involved in language stability and change (Croft 2000)

Normal replication Altered replication (innovation) Selection (propagation)
Follow conventions of Be expressive Accommodation

the language Maxim 2: Talk in such a way that Maxim 7: Talk like the others
Maxim I: Talk in such you are noticed talk

a way that you are Maxim 3: Talk in such a way that Act of identity

understood you are not recognizable as a Maxim §: Talk in such a way

member of the group that you are recognized as
Maxim 4: Talk in an amusing way a member of the group

Maxim 5: Talk in an especially
polite, flattering or charming way Prestige

Be economical Adoption of changes as a
Maxim 6: Talk in such a way that result of aspiring to a
you do not expend superfluous social group
energy

Non-intentional mechanisms
(1) Sound change: articulatory
factors (over/undershoot) or
auditory factors (hypocorrection)
(2) Reanalysis of form-meaning

mapping

of variants is due to sociolinguistic processes such as accommodation, identity
and prestige.

4.4 The usage-based approach to language acquisition

So far in this chapter, we have seen that a usage-based approach views grammar
as a system derived from and grounded in utterances. According to this view,
it is from these usage events that the abstracted schemas — the constructions
that make up our knowledge of language — arise. We have also explored a usage-
based theory of language change. In this section we turn our attention in more
detail to the question of Aow linguistic units are derived from patterns of lan-
guage use by exploring a usage-based account of child language acquisition.
In particular, we focus on the acquisition of meaning and grammar rather
than phonological acquisition. We base our discussion on the theory proposed
by developmental psycholinguist Michael Tomasello in his (2003) book
Constructing a Language.

A usage-based account of language acquisition posits that language learning
involves ‘a prodigious amount of actual learning, and tries to minimize the pos-
tulation of innate structures specific to language’ (Langacker 2000: 2). In this
approach to language acquisition, the burden of explanation is placed upon the
acquisition of linguistic units rather than upon Universal Grammar. While
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cognitive linguists do not deny that humans are biologically pre-specified to
acquire language, they reject the hypothesis that there exists a specialised and
innate cognitive system that equips us for linguistic knowledge. Instead, cog-
nitive linguists argue that humans employ generalised sociocognitive abilities
in the acquisition of language.

4.4.1 Empirical findings in language acquisition

The empirical study of first language acquisition is known as developmental
psycholinguistics. Since the early studies in developmental psycholinguistics
such as Braine (1976) and Bowerman (1973), one of the key cross-linguistic
findings to have emerged is that infants’ earliest language appears to be item-
based rather than rule-based: infants first acquire specific item-based units
(words), then more complex item-based units (pairs and then strings of words),
before developing more abstract grammatical knowledge (grammatical words
and morphemes, complex sentence structures and so on). Cognitive linguists
argue that this provides evidence for a usage-based theory of language acqui-
sition, and that more recent empirical findings in developmental psycholin-
guistics, particularly since the late 1980s and early 1990s, support this view.

Let’s look in more detail at what it means to describe early language acqui-
sition as item-based. When a child first produces identifiable units of language
at around the age of twelve months (the one-word stage), these are individ-
ual lexical items. However, these lexical items do not equate with the corre-
sponding adult forms in terms of function. Instead, the child’s first words
appear to be equivalent to whole phrases and sentences of adult language in
terms of communicative intention. For this reason, these early words are
known as holophrases. These can have a range of goal-directed communica-
tive intentions. In a study of his daughter’s early language, Tomasello found
that his daughter’s holophrases fulfilled a number of distinct functions, which
are illustrated in Table 4.5.

Secondly, the item-based nature of first language acquisition is also revealed
at the two-word stage, which emerges at around eighteen months. After
holophrases, children begin to produce multi-word expressions. These are
more complex expressions than holophrases in that they contain two or more
lexical items. Some of these early multi-word utterances are of the type ball
table, when a child sees a ball on the table and concatenates two units of equal
status (here nouns) in order to produce a more linguistically complex utterance.
However, the majority of early multi-word utterances are not like this. Instead,
many early multi-word utterances exhibit functional asymmetry. This
means that the expressions contain a relatively stable element with ‘slots’ that
can be filled by other lexical items. In other words, early multi-word utterances,
rather than containing two or more words of equal status, tend to be ‘built’
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Table 4.5 Holophrases (Tomasello 1992) (adapted from Tomasello 2003: 36-7)

Holophrase Communicative function

rockin First use: while rocking in a rocking chair
Second use: as a request to rock in a rocking chair
Third use: to name the rocking chair
phone First use: in response to hearing the telephone ring
Second use: to describe activity of ‘talking’ on the phone
Third use: to name the phone
Fourth use: as a request to be picked up in order to talk on the phone

towel First use: using a towel to clean a spill

Second use: to name the towel
make First use: as a request that a structure be built when playing with blocks
mess First use: to describe the state resulting from knocking down the blocks

Second use: to indicate the desire to knock down the blocks

Table 4.6 Examples of utterance schemas (based on Tomasello 2003: 66)

Here’s the X? I'm X-ing it
I wanna X Mommy’s X-ing it
More X Let’s X it
It’'saX I X-edit
There’sa X

Put X here

Throw X

X gone

X here

X broken

Sit on the X

Open X

around a functionally more salient and stable word. Tomasello calls expressions
like these utterance schemas (which are also known as pivot schemas). Like
holophrases, utterance schemas reflect the communicative intention of an
equivalent adult utterance, but represent the acquisition of more schematic
knowledge, allowing a wider range of lexical items to fill the slots. The obliga-
tory element is known as the pivot. Representative examples of utterance
schemas are provided in Table 4.6. In this table, X represents the slot that is
‘filled in’ and corresponds to a word that describes an entity (noun), shown in
the left column, or an action (verb), shown in the right column. (There is no
significance to the order in which these utterances are listed in the table.)
Because most utterance schemas appear to revolve around verb-like elements,
Tomasello (1992) labelled these units verb-island constructions. Only later
do these verb-island constructions develop into the more familiar construc-
tions of adult-like speech.
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Tomasello argues that the third way in which early acquisition is item-based
rather than rule-based is in its lack of innovation. In other words, early lan-
guage use is highly specific to the verb-island constructions that the child has
already formed and resists innovation. Tomasello argues that this is because
early utterance schemas are highly dependent on what children have actually
heard rather than emerging from abstract underlying rules. In an experiment
carried out by Tomasello and Brooks (1998), two to three year old children were
exposed to a nonsense verb famming (meaning ‘rolling or spinning’) used in an
intransitive frame. This is illustrated in example (18).

(18) The sock is tamming.

This usage is intransitive because the verb tamming does not have an object.
Children were then prompted to use tamming in a transitive frame, with an
object. One such prompt was a picture in which a dog was causing an object to
‘tam’. The question presented to the children was What is the doggie doing?
However, children were found to be poor at producing famming in a transitive
frame (e.g. He’s tamming the car). Moreover, they were also found in a further
study to be poor at understanding the use of tamming in a transitive frame.
Tomasello draws two conclusions from these findings: (1) two and three year
olds were poor at the creative use of the novel verb tamming; and (2) early utter-
ance schemas are highly dependent on contexts of use in which they have been
heard. Tomasello argues that it is only later, as children acquire more complex
and more abstract constructions, that they come to be more competent in the
creative use of language.

4.4.2 The cognitive view: sociocognitive mechanisms in language
acquisition

As we have seen, the fundamental assumption of cognitive approaches to
grammar is the symbolic thesis: the claim that the language system consists
of symbolic assemblies, or conventional pairings, of form and meaning.
According to Michael Tomasello and his colleagues, when children acquire a
language, what they are actually doing is acquiring constructions: linguistic
units of varying sizes and increasing degrees of abstractness. As the complex-
ity and abstractness of the units increases, linguistic creativity begins to
emerge. According to this view, the creativity exhibited by young children in
their early language happens because they are ‘constructing utterances out of
various already mastered pieces of language of various shapes and sizes, and
degrees of internal structure and abstraction — in ways appropriate to the exi-
gencies of the current usage event’ (Tomasello 2003: 307). This view of lan-
guage acquisition is called emergentism, and stands in direct opposition to
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nativism, the position adopted in generative models. In other words, Tomasello
argues that the process of language acquisition involves a huge amount of
learning. Recall that cognitive linguists reject the idea that humans have innate
cognitive structures that are specialised for language (the Universal Grammar
Hypothesis). In light of that fact, we must address the question of what cogni-
tive abilities children bring to this process of language acquisition.

Recent research in cognitive science reveals that children bring a battery of
sociocognitive skills to the acquisition process. These cognitive skills are
domain-general, which means that they are not specific to language but relate
to a range of cognitive domains. According to cognitive linguists, these skills
facilitate the ability of humans to acquire language. Tomasello argues that there
are two kinds of general cognitive ability that facilitate the acquisition of lan-
guage: (1) pattern-finding ability; and (2) intention-reading ability.

The pattern-finding ability is a general cognitive skill that enables humans
to recognise patterns and perform ‘statistical’ analysis over sequences of per-
ceptual input, including the auditory stream that constitutes spoken language.
Tomasello argues that pre-linguistic infants — children under a year old —
employ this ability in order to abstract across utterances and find repeated pat-
terns that allow them to construct linguistic units. It is this pattern-finding
ability that underlies the abstraction process assumed by Langacker, which we
discussed earlier (section 4.2.1).

The evidence for pattern-finding skills is robust and is apparent in pre-
linguistic children. For instance, Saffran, Aslin and Newport (1996) found that
at the age of eight months infants could recognise patterns in auditory stimuli.
This experiment relied on the preferential looking technique, which is
based on the fact that infants look more at stimuli with which they are familiar.
Saffran et al. presented infants with two minutes of synthesised speech con-
sisting of the four nonsense words bidaku, padoti, golabu and tupiro. These non-
sense words were sequenced in different ways so that infants would hear a
stream of repeated words such as: bidakupadotigolabubidakutupiropadoti. . .,
and so on. Observe that each of these words consisted of three syllables. Infants
were then exposed to new streams of synthesised speech, which were presented
at the same time, and which were situated to the left and the right of the infant.
While one of the new recordings contained ‘words’ from the original, the
second recording contained the same syllables, but in different orders, so that
none of the ‘words’ bidaku, padoti, golabu or tupiro featured. The researchers
found that the infants consistently preferred to look towards the sound stream
that contained some of the same ‘words’ as the original. This shows that pre-
linguistic infants are able to recognise patterns of syllables forming ‘words’ in
an auditory stream and provides evidence for the pattern-finding ability.

Further research (see Tomasello 2003 for a review) demonstrates that infant
pattern-finding skills are not limited to language. Researchers have also found
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Table 4.7 Human pattern-finding skills (Tomasello 2003)

Human pattern finding abilities

The ability to relate similar objects and events, resulting in the formation of perceptual and
conceptual categories for objects and events. Category formation aids recognition of events and
objects.

The ability to form sensorimotor schemas based on recurrent perception of action. This is associated
with the acquisition of basic sensorimotor skills, and the recognition of actions as events,
such as crawling, walking, picking up an object, and so on.

The ability to perform distributional analysis on perceptual and behavioural sequences. This allows
infants to identify and recognise recurrent combinations of elements in a sequence and thus
identify and recognise sequences.

The ability to create analogies (recognition of similarity) between two or more wholes, (including
utterances), based on the functional similarity of some of the elements in the wholes.

that infants demonstrate the same skills when the experiment is repeated with
non-linguistic tone sequences and with visual, as opposed to auditory,
sequences. Some of the key features associated with the human pattern-finding
ability are summarised in Table 4.7.

Finally, this pattern-finding ability appears not to be limited to humans but
is also apparent in our primate cousins. For instance, Tamarin monkeys demon-
strate the same pattern recognition abilities when exposed to the same kinds of
auditory and visual sequencing experiments described above for human infants.
Of course, if we share the pattern-finding ability with some of the non-human
primates, and if these pattern-finding skills facilitate the acquisition of lan-
guage, we need to work out why only humans acquire and produce language.

According to Tomasello, the answer lies in the fact that the pattern-finding
skills described above are necessary but not sufficient to facilitate language
acquisition. In addition, another set of skills are required: intention-reading
abilities. While pattern-finding skills allow pre-linguistic infants to begin to
identify linguistic units, the use of these units requires intention-reading skills,
which transform linguistic stimuli from statistical patterns of sound into fully
fledged linguistic symbols. In other words, this stage involves ‘connecting’ the
meaning to the form, which gives rise to the form-meaning pairing that make
up our knowledge of language. Only then can these linguistic sounds be used
for communication. This process takes place when, at around a year old, infants
begin to understand that the people around them are intentional agents:
their actions are deliberate and their actions and states can be influenced. The
emergence of this understanding allows infants to ‘read’ the intentions of
others. Some of the features that emerge from this intention-reading ability are
summarised in Table 4.8.

Like pattern recognition skills, these intention-reading skills are domain-
general. Unlike pattern recognition skills, they are species-specific. In other
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Table 4.8 Human intention-reading abilities (Tomasello 2003)

The ability to coordinate or share attention, as when an infant and adult both attend to the same
object.

The ability to follow attention and gesturing, as when an infant follows an adult’s gesture or gaze
in order to attend to an object.

The ability to actively direct attention of others, such as drawing attention to a particular object
or event, for example by pointing.

The ability of culturally (imitatively) learning the intentional actions of others, such as imitating
verbal cues in order to perform intentional actions.

words, only humans possess a complete set of these abilities. The evidence is
equivocal as to whether our nearest primate cousins, for instance chimpanzees,
recognise conspecifics (members of the same species) as intentional agents.
However, Tomasello (1999) argues that the answer is no. Moreover, these
intention-reading skills begin to emerge just before the infant’s first birthday.
Tomasello argues that the emergence of holophrases shortly after the infant’s
first year is directly correlated with the emergence of these skills.

Tomasello argues that our intention-reading abilities consist of three specific
but interrelated phenomena: (1) joint attention frames; (2) the understand-
ing of communicative intentions; and (3) role reversal imitation, which
is thought to be the means by which human infants acquire cultural knowledge.
According to this view, language acquisition is contextually embedded and is a
specific kind of cultural learning.

A joint attention frame is the common ground that facilitates cognition of
communicative intention and is established as a consequence of a particular
goal-directed activity. When an infant and an adult are both looking at and
playing with a toy, for example, the attention frame consists of the infant, the
adult and the toy. While other elements that participate in the scene are still
perceived (such as the child’s clothes or other objects in the vicinity), it is this
triadic relationship between child, adult and toy that is the joint focus of
attention.

The second important aspect of intention-reading involves the recognition
of communicative intention. This happens when the child recognises that
others are intentional agents and that language represents a special kind of
intention: the intention to communicate. For example, when the adult says
teddy bear, the adult is identifying the toy that is the joint focus of attention and
is employing this linguistic symbol to express the intention that the child follow
the attention of the adult. This is represented in Figure 4.8, where the unbro-
ken arrow represents the communicative intention expressed by the adult. The
dotted arrows represent shared attention.

Finally, Tomasello argues that intention-reading skills also give rise to role
reversal imitation. Infants who understand that people manifest intentional
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‘ Object of
attention

an

Adult K ‘ Infant

Figure 4.8 The use of a linguistic symbol in a triadic relationship expressing a communicative
intention (adapted from Tomasello 2003: 29)

behaviour may attend to and learn (by imitation) the behavioural means that
others employ to signal their intentional state. For example, the child may
imitate the use of the word teddy bear by an adult in directing attention to an
object. Tomasello (2003) cites two studies that support the view that infants
have a good understanding of the intentional actions of others and can imitate
their behaviour. In an experiment reported by Meltzoft (1995), two groups of
eighteen-month-old infants were shown two different actions. In one, an
adult successfully pulled the two pieces of an object apart. In a second, an
adult tried but failed to pull the two pieces apart. However, both sets of
infants, when invited to perform the action they had witnessed, successfully
pulled the two pieces apart. Meltzoff concludes that even the infants who had
not witnessed pieces successfully pulled apart had understood the adult’s
intention.

In the second experiment, Carpenter, Akhtar and Tomasello (1998) exposed
sixteen-month-old infants to intentional and ‘accidental’ actions. The inten-
tional action was marked vocally by the expression there! while the ‘accidental’
action was marked by whoops!/ The infants were then invited to perform the
actions. The children performed the intentional action more frequently than
the ‘accidental’ action. Carpenter et al. concluded that this was because the
children could distinguish intentional actions from non-intentional ones, and
that it is these intentional actions that they attempt to reproduce. In conclu-
sion, Tomasello (2003: 291) claims that language acquisition involves both
‘a uniquely cognitive adaptation for things cultural and symbolic (intention
reading) and a primate-wide set of skills of cognition and categorization
(pattern finding)’.

4.4.3 Comparing the generative view of language acquisition

In this section, we compare the usage-based account of language acquisi-
tion with the nativist view that is assumed within the generative framework
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developed by Chomsky. This comparison is important because, in many
respects, the usage-based view and the nativist view stand in direct opposition
to one another. Furthermore, Chomsky’s ideas were influential among devel-
opmental psycholinguists, particularly during the 1960s and 1970s, and are
sometimes presented as the ‘standard’ view of language acquisition in many
contemporary linguistics textbooks. More recently, cognitive theories of child
language acquisition have been developed partly in response to Chomsky’s
claims. We look in more detail at the nativist hypothesis and the linguistic mod-
ularity hypothesis, and at the cognitive response to these hypotheses. We then
look at alternative interpretations of empirical findings in language acquisition
and, finally, consider localisation of linguistic function in the brain.

The nativist hypothesis

Until the 1960s, the main influence on developmental psychology was the
theory of behaviourism. This is the doctrine that learning is governed by
inductive reasoning based on patterns of association. Perhaps the most famous
example of associative learning is the case of Pavlov’s dog. In this experiment
a dog was trained to associate food with a ringing bell. After repeated asso-
ciation, the dog would salivate upon hearing the bell. This provided evidence,
the behaviourists argued, that learning is a type of stimulus-response behav-
iour. The behaviourist psychologist B. F. Skinner (1904-90), in his 1957 book
Verbal Behavior, outlined the behaviourist theory of language acquisition. This
view held that children learnt language by imitation and that language also has
the status of stimulus-response behaviour conditioned by positive reinforce-
ment.

In his famous 1959 review of Skinner’s book, Chomsky argued, very per-
suasively, that some aspects of language were too abstract to be learned through
associative patterns of the kind proposed by Skinner. In particular, Chomsky
presented his famous argument, known as the poverty of the stimulus argu-
ment, that language was too complex to be acquired from the impoverished
input or stimulus to which children are exposed. He pointed out that the
behaviourist theory (which assumes that learning is based on imitation) failed
to explain how children produce utterances that they have never heard before,
as well as utterances that contain errors that are not present in the language of
their adult caregivers. Furthermore, Chomsky argued, children do not produce
certain errors that we might expect them to produce if the process of language
acquisition were not rule-governed. Chomsky’s theory was the first mental-
ist or cognitive theory of human language, in the sense that it attempted to
explore the psychological representation of language and to integrate explana-
tions of human language with theories of human mind and cognition. The
poverty of the stimulus argument led Chomsky to posit that there must be
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a biologically predetermined ability to acquire language which, as we have seen,
later came to be called Universal Grammar.

Tomasello (1995) argues that there are a number of significant problems with
this hypothesis. Firstly, Tomasello argues that Chomsky’s argument for a
Universal Grammar, which was based on his argument from poverty of the
stimulus, took the form of a logical ‘proof”. In other words, it stemmed from
logical reasoning rather than from empirical investigation. Furthermore,
Tomasello argues, the poverty of the stimulus argument overlooks aspects of
the input children are exposed to that would restrict the kinds of mistakes chil-
dren might ‘logically’ make.

For instance, if children were employing the associative or inductive learn-
ing strategies proposed by the behaviourists then, as Chomsky pointed out, we
might expect them to make mistakes in question formation. For example, based
on data like the sentences in (19), children might posit the rule in (20) as part
of the inductive process.

(19) a. The man is bald.
b. Is the man bald?

(20) Rule for question formation
Move the verb to the front in the corresponding declarative sentence.

Furthermore, given the data in (21), we might expect children to produce sen-
tences like (22a), which is formed by moving a verb to the front of the sentence.
The underscore shows the position of the verb in the corresponding declara-
tive sentence. However, as Chomsky pointed out, children do not make errors
like these, despite the absence of any direct evidence that such constructions
are not well-formed, and despite the fact that constructions like (22b) are
rather rare in ‘motherese’ or child-directed speech. Despite this, children
produce examples like (22b), which rests upon the unconscious knowledge that
the first ss in (21) is ‘buried’ inside a phrasal unit (bracketed).

(21) [The man who is running] is bald.

(22) a. *Is the man who running is bald?
b. Is the man who is running bald?

According to Chomsky, children must have some innate knowledge that pro-
hibits sentences like (22a) but permits sentences like (22b). According to
Tomasello, the problem with this argument is that, in the input children are
exposed to, they do not hear the relative pronoun w#ho followed by an -ing form.
In other words, they do have the evidence upon which to make the ‘right’ deci-
sion, and this can be done by means of pattern-finding skills.
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Specifier X'
X' Modifier
X Complement

Figure 4.9 The X-bar approach to phrase structure

Tomasello’s second argument relates to the nature of the learning skills and
abilities children bring with them to the learning process. It has now been
established beyond dispute that children bring much more to this task than the
inductive learning strategies posited by the behaviourists, which Chomsky
demonstrated in 1959 to be woefully inadequate for the task of language acqui-
sition. In the intervening years, research in cognitive science has revealed that
infants bring with them an array of cognitive skills, including categorisation
and pattern-finding skills, which emerge developmentally and are in place from
at least seven months of age. In addition, children also develop an array of
sociocognitive (intention-reading) skills, which emerge before the infant’s first
birthday. On the basis of these facts, there is now a real alternative to the nativist
hypothesis.

The third argument that Tomasello raises relates to the notion of language
universals. In the 1980s Chomsky proposed a theory of Universal Grammar
called the Principles and Parameters approach. According to this approach,
knowledge of language consists of a set of universal principles, together with
a limited set of parameters of variation, which can be set in language-specific
ways based on the input received. From this perspective, linguistic differences
emerge from parameter setting, while the underlying architecture of all lan-
guages is fundamentally similar.

For example, one linguistic universal in the principles and parameters model
is the X-bar schema. This is a small set of category neutral rules that is argued
to underlie the phrase structure of the world’s languages. This idea is illus-
trated in Figure 4.9. In this diagram, X is a variable that can be instantiated by
a word of any class, and P stands for phrase. X represents the head of the
phrase, which projects the ‘identity’ of the phrase. The specifier contains
unique elements that occur at one of the ‘edges’ of the phrase, and the com-
plement is another phrasal unit that completes the meaning of the head.
A modifier adds additional optional information. The name ‘X-bar’ relates to
the levels between head (X) and phrase (XP), which are labelled X' to show that
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Table 4.9 Phrase structures in English

Phrase Specifier Head Complement Modifier
Noun phrase that designer of time machines in the shed
Verb phrase Lily loves George distractedly
Adjective phrase very fond of him

Preposition phrase right over the road

they have the same categorial status (word class) as X, but are somewhere
between word and phrase.

Table 4.9 provides some examples of phrase structures in English that could
be built out of this basic structure.

Notice that some of the cells in Table 4.9 are empty. The idea behind the
X-bar model is that only the head is obligatory in the phrase, although each
individual head may bring with it some requirements of its own for which this
structure can be exploited. For example, a transitive verb will require a com-
plement (object), while an intransitive verb will not. Another important feature
of this model is that while hierarchical relations between head, specifier, com-
plement and modifier are universal (this means that the phrasal unit underlies
the phrase structure of every language), linear relations are not (this means that
the parts can occur in different linear orders). This is where the idea of para-
meter setting comes in. A child exposed to a head initial language like English
adopts an X-bar structure where the head X precedes the complement. A child
exposed to a head final language like Korean adopts an X-bar structure where
the head follows its complement. Because the X-bar model specifies that the
complement always occurs next to the head, only two ‘options’ are permitted.
This illustrates the restricted nature of the parameters of variation in this
model.

Tomasello argues, as have many opponents of the generative approach, that
the X-bar model does not account for non-configurational languages like
the native Australian language Dyirbal. A non-configurational language is one
in which words are not grouped into obvious phrasal units. The application of
X-bar theory to this type of language raises a number of questions about how
the Dyirbal child sets his or her head initial/final parameter. Cognitive lin-
guists like Tomasello argue, then, that the ‘universals’ posited by generative
linguists arise from theory-internal considerations rather than appropriately
reflecting the diversity and complexity of language.

The linguistic modularity hypothesis

As we have seen, the generative model rests on the hypothesis that there is a spe-
cialised and innate cognitive subsystem or ‘language faculty’: an encapsulated
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system of specialised knowledge that equips the child for the acquisition of lan-
guage and gives rise to unconscious knowledge of language or competence of
the native speaker. This system is often described as a module (see Chomsky
1986: 13, 150; Fodor 1983, 2000). Patterns of selective impairment, particu-
larly when these illustrate double dissociation, are often thought by genera-
tive linguists to represent evidence for the encapsulation of such cognitive
subsystems. Examples of selective impairment that are frequently cited in
relation to the issue of the modularity of language are Williams Syndrome, lin-
guistic savants and Specific Language Impairment. Williams Syndrome is a
genetic developmental disorder characterised by a low IQ and severe learning
difficulties. Despite this, children with this disorder develop normal or super-
normal language skills, characterised by particularly fluent speech and a large
and precocious vocabulary. Linguistic savants are individuals who, despite
severe learning difficulties, have a normal or supernormal aptitude for language
learning. In the case of Specific Language Impairment, a developmental dis-
order that is probably genetic, individuals perform normally in terms of I1Q
and learning abilities, but fail to acquire language normally, particularly the
grammatical aspects of language. These patterns of impairment constitute a
case of double dissociation in the sense that they can be interpreted as evidence
that the development of language is not dependent upon general cognitive
development and vice versa. This kind of evidence is cited by some generative
linguists in support of the modularity hypothesis (see Pinker 1994 for an
overview).

Interpretations of empirical findings in child language acquisition

When looking at empirical evidence for or against a particular theory of lan-
guage, it is important to be aware that the same set of empirical findings has
the potential to be interpreted in support of two or more opposing theories at
the same time. In other words, while the empirical findings themselves may
be indisputable (depending on how well-designed the study is), the interpre-
tation of those findings is rarely indisputable. For example, while Tomasello
argues that the one-word and two-word stages in child language provide
evidence for item-based learning, generative linguists argue that the existence
of these states provides evidence for a ‘predetermined path’ of language
development, and that furthermore the order of units within the two-word
expressions provides evidence for the underlying rule-based system that
emerges fully later. Moreover, while Tomasello argues that the tendency for
infants to attend to familiar linguistic stimuli provides evidence for pattern-
finding ability, generative linguists argue that this provides evidence for the
existence of a universal ‘pool’ of speech sounds that the child is equipped to
distinguish between, and that parameter setting abilities are evident in the
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infant. As this brief discussion illustrates, the developmental psycholin-
guistics literature is fraught with such disputes and represents an extremely
complex discipline. The interpretation of such findings should always be
approached critically.

Localisation of function in the brain

The final issue we consider here is the localisation of linguistic function in the
brain. So far, we have been discussing models of mind rather than brain. Of
course, unlike the mind, the brain is a physical object, and neuroscientists
have been able to discover much in recent years about what kinds of processes
take place in different parts of the brain. In fact, we have known since the
nineteenth century that there are parts of the brain that are specialised for lin-
guistic processing, for most if not all people. There is an overwhelming ten-
dency for language processing to take place in the left hemisphere of the
brain, and areas responsible for the production of language (Broca’s area) and
comprehension of language (Wernicke’s area) have been shown to occupy dis-
tinct parts of the brain. These findings have prompted many linguists to argue
that this supports the view that we are biologically predetermined for lan-
guage. However, this is not an issue about which cognitive linguists and gen-
erative linguists disagree. The nature of their disagreement concerns the
nature of these biological systems: whether they are domain-general or spe-
cialised. The facts concerning localisation of function do not provide evi-
dence for or against either the cognitive or the generative view, given that both
are models of mind.

4.5 Summary

In this chapter we have been concerned with the usage-based thesis and how
this model accounts for knowledge of language (grammar), for how language
evolves over time (language change) and for how we gain or acquire our native
language (language acquisition). We began by outlining the main assumptions
that characterise the usage-based view of language adopted by cognitive lin-
guists. The first relates to the central importance of the utterance, which is a
situated instance of language use, culturally and contextually embedded, and
represents an instance of linguistic behaviour on the part of a language user.
The second key assumption is the idea that knowledge of language is
derived from and informed by language use. The third key assumption is that
human language can only be meaningfully accounted for by emphasising
the interactive nature of language use. The fourth assumption relates to
the central importance of context to the usage-based model, particularly in the
case of accounting for word meaning. The final assumption is that the relative
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frequency of linguistic units affects the nature and organisation of the lan-
guage system. We then explored these issues by introducing Langacker’s
usage-based model Cognitive Grammar. This model assumes that linguis-
tic units or symbolic assembilies are explicitly derived from language use, via
a process of abstraction, which gives rise to schemas. We then introduced
the theme of language change, and saw that Croft’s model of language change,
the Utterance Selection Theory, emphasised the importance of linguistic
convention and interaction in language change. Drawing on ideas from evo-
lutionary theory, Croft argues that language use represents the interface that
mediates between linguistic convention, altered replication (innovation) of
linguistic form-meaning units and selection (propagation), giving rise to the
adoption of new linguistic conventions (language change). Finally, we exam-
ined the work of the developmental psycholinguist Michael Tomasello. Based
on empirical findings that early language acquisition is item-based rather
than rule-based, Tomasello argues for a construction-based or symbolic view
of language acquisition, which relies upon domain-general pattern-finding
skills and intention-reading skills. Tomasello argues that language use, in the
context of joint attentional frames, facilitates the imitation of linguistic
behaviour, which is a form of cultural learning. We compared Tomasello’s
usage-based account with Chomsky’s Universal Grammar model, and
found that while cognitive and generative theories stand in direct opposition
on the issue of the existence of specialised and innate cognitive systems for lan-
guage acquisition, they agree that humans are biologically predetermined for
language acquisition.

Further reading

Language and use in cognitive linguistics

* Barlow and Kemmer (2000). This is a recent collection of papers
by leading proponents of the usage-based approach to linguistic
theory. The introductory article by Kemmer and Barlow is a particu-
larly useful overview of the main tenets of usage-based approaches.

Langacker’s usage-based model

* Langacker (1987). Langacker’s foundational work, influential in
many areas of cognitive linguistics, provides a thorough overview of
the usage-based perspective.

* Langacker (1999b). Chapter 4 outlines the usage-based model.

* Langacker (2000). An article-length overview of the ways in which
Cognitive Grammar is usage-based.
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Langacker ([1991]2002). Chapter 10 specifically addresses the usage-
based model.

Other usage-based approaches to language change

Croft (2000). In this important book, Croft adopts a usage-based
perspective in attempting to develop a new theory of language change.

The usage-based approach to language acquisition

Achard and Niemeier (eds) (2000). A special issue of the journal
Cognitive Linguistics, devoted to research by cognitively-oriented
developmental psycholinguists.

Tomasello (1992). Tomasello’s case study of the early linguistic
development of his daughter.

Tomasello (1995). A persuasive critique of the Chomskyan perspec-
tive on language and language acquisition as presented in Steven
Pinker’s (1994) book The Language Instinct.

Tomasello (2000). In this article, Tomasello presents a succinct
overview of some of the ideas developed in his 2003 book (see below).
Tomasello (2002). A collection of articles by leading pioneers in
developmental psycholinguists. While not specifically focused on the
usage-based perspective, this is an invaluable resource on the state of
the art in language acquisition research.

Tomasello (2003). The definitive usage-based account of language
acquisition.

Exercises

4.1 A definition of the usage-based approach

In your own words, provide a definition of the usage-based thesis in twenty
words or fewer. Make sure you include each of the following expressions in
your definition: utterance, grammar, language change, language acquisition.

4.2 Grammar and language change

The view advocated by cognitive linguists like Langacker is that a grammar
sanctions language use: the conventional symbolic units that make up a lan-
guage license new and ongoing language use. Adopting this hypothesis,
explain how Langacker’s usage-based approach allows and explains language

change.
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4.3 Investigating Language change

During early 2004, the following expressions appeared in the British tabloid
press, describing economic migrants coming to Britain from poorer parts of the
European Union:

Welfare shopping
Benefit tourists

Explain how you might go about investigating whether, and to what extent,
these terms have become conventionalised (propagated) in your English-
speaking community.

Now make a list of expressions that you think have entered your speech com-
munity recently. Investigate when, where and why they first began to appear,
and hypothesise how each expression might have begun to propagate. For each
expression, make a prediction as to how conventionalised you think it will
become. What is the basis of your prediction?

4.4 Dived vs. dove

In standard British English the past tense of the verb (10) dive is dived. In many
North American varieties, the past tense form is dove. Can you explain this
difference in terms of the usage-based thesis developed in this chapter? In par-
ticular, why might two major English-language speaking communities have
evolved different past tense forms? How would you go about investigating and
testing the hypotheses you have come up with?

4.5 Holophrases

Consider the early uses of the following holophrases reported by Tomasello

(1992, 2003):

(a) Play-play: first use, when ‘playing’ the piano; second use, to name the
piano

(b) Steps: first use, when climbing or descending stairs (never to name
them)

(c) Bath: first use, when preparing for a bath; second use, when bathing a
baby doll (never to name it)

(d) Game: first use, to describe the activity when she plays with a baseball
and baseball glove; second use, to describe the activity when others
play with a baseball and baseball glove (never to name objects)
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Based on these examples and others described in this chapter, what different
functions can you discern in the use of holophrases? Is there a pattern that
emerges in terms of the order of acquisition in holophrase function? Given that
some holophrases come to be used to name an object and others do not, what
might this indicate about how a particular holophrase is being analysed by the
infant?

4.6 Theories of language acquisition

Summarise the key theoretical and empirical arguments adopted in the usage-
based model of child language acquisition. Compare these with the theoretical
and empirical arguments adopted in the generative model. Present these argu-
ments as an annotated table. Is there any common ground?
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Introduction

Like the larger enterprise of cognitive linguistics, cognitive semantics is not
a unified theory. It represents an approach to the study of mind and its rela-
tionship with embodied experience and culture. It proceeds by employing lan-
guage as a key methodological tool for uncovering conceptual organisation and
structure.

In Chapter 5, What is cognitive semantics?, we examine the four guiding prin-
ciples that collectively characterise the collection of approaches that fall within
cognitive semantics. These principles can be stated as follows:

1. Conceptual structure is embodied.

2. Semantic structure is conceptual structure.
3. Meaning representation is encyclopaedic.
4. Meaning-construction is conceptualisation.

We examine each of these principles in turn, and provide a preliminary
overview of how they are reflected in the concerns addressed by cognitive
semanticists. The subsequent chapters address specific theories within cogni-
tive semantics that, to varying degrees, reflect these guiding principles.

Chapter 6, Embodiment and conceptual structure, examines the theory of
image schemas developed in particular by Mark Johnson and the conceptual
structuring system approach developed by Leonard Talmy. The research on
image schemas by Johnson and others highlights the embodied basis of con-
ceptual structure while Talmy’s research illustrates the ways in which language
reflects conceptual structure which in turn reflects embodied experience. Thus
these two approaches illustrate the first two of the guiding principles intro-
duced in Chapter 5.
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Chapter 7, The encyclopaedic view of meaning, is concerned with the third
guiding principle of cognitive semantics: the idea that linguistic meaning is
encyclopaedic in nature. This issue is explored by presenting, comparing and
contrasting the theory of Frame Semantics developed by Charles Fillmore and
the theory of domains pioneered by Ronald Langacker.

Chapter 8, Categorisation and idealised cognitive models, introduces the
research perspective of George Lakoff and discusses his impact on the devel-
opment of cognitive semantics. In particular, we examine his proposal that
experimental research on categorisation and prototype theory from cognitive
psychology can be applied and extended in a theoretical account of cognitive
representations that he calls ‘idealised cognitive models’. Lakoff applied his
theory to three distinct aspects of conceptual organisation and language in
three influential ‘case studies’ in his book Women, Fire and Dangerous Things
(1987). The first two of these, which relate to conceptual metaphor and lexical
semantics, are the subjects of the next two chapters.

Chapter 9, Metaphor and metonymy, examines the development of Conceptual
Metaphor Theory pioneered by George Lakoff in collaboration with Mark
Johnson, together with the later development of approaches to conceptual
metonymy. According to this model, conceptual metaphor maps structure from
one conceptual domain onto another, while metonymy highlights an entity by
referring to another entity within the same domain. More recent research sug-
gests that metonymy may be more fundamental to conceptual structure than
conceptual metaphor. In the light of this claim, we examine the research of
Antonio Barcelona, Zoltan Ko6vecses and Giinter Radden.

In Chapter 10, Word meaning and radial categories, we begin by illustrating
Lakoff’s approach to word meaning. Following influential research by Claudia
Brugman, Lakoff argues that words represent categories of meaning or
‘senses’. From this perspective, words are conceptual categories like any other,
organised with respect to a prototype. However, his approach has been chal-
lenged by more recent research in cognitive semantics. In particular, we discuss
the ‘Principled Polysemy’ framework developed by Vyvyan Evans and Andrea
Tyler.

In Chapter 11, Meaning construction and mental spaces, we examine a model
developed by Gilles Fauconnier which is concerned with providing an archi-
tecture for modelling meaning construction (sentence meaning) in discourse.
Mental spaces are temporary knowledge structures constructed on the basis
of ongoing discourse and can form the basis of an account for a range of
phenomena including referential ambiguities, tense and aspect, and epistemic
distance.

In Chapter 12, Conceptual blending, we discuss Blending Theory, the more
recent approach that developed from Mental Spaces Theory. Blending Theory
was developed by Gilles Fauconnier and Mark Turner and is concerned with
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generalising key ideas from Mental Spaces Theory and modelling the way that
dynamic meaning construction often results in a conceptual representation
that is ‘more than the sum of its parts’. The approaches discussed in Chapters
11 and 12 illustrate the fourth guiding assumption of the cognitive semantics
approach introduced in Chapter 5.

Finally, Chapter 13 compares and contrasts some of the assumptions of cog-
nitive semantics with formal (truth-conditional) semantics and Relevance
Theory, a formally-oriented model of communication that presents a view
of linguistic meaning that is in certain respects consonant with cognitive
approaches, despite directly opposing starting assumptions.
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Cognitive semantics began in the 1970s as a reaction against the objectivist
world-view assumed by the Anglo-American tradition in philosophy and the
related approach, truth-conditional semantics, developed within formal
linguistics. Eve Sweetser, a leading cognitive linguist, describes the truth-
conditional approach in the following terms: ‘By viewing meaning as the rela-
tionship between words and the world, truth-conditional semantics eliminates
cognitive organization from the linguistic system’ (Sweetser 1990: 4). In con-
trast to this view, cognitive semantics sees linguistic meaning as a manifestation
of conceptual structure: the nature and organisation of mental representa-
tion in all its richness and diversity, and this is what makes it a distinctive
approach to linguistic meaning. L.eonard Talmy, one of the original pioneers of
cognitive linguistics in the 1970s, describes cognitive semantics as follows:
‘[R]esearch on cognitive semantics is research on conceptual content and its
organization in language’ (‘Talmy 2000: 4). In this chapter, we will try to give a
broad sense of the nature of cognitive semantics as an approach to conceptual
structure and linguistic meaning. Cognitive semantics, like the larger enter-
prise of cognitive linguistics of which it is a part, is not a single unified frame-
work. Those researchers who identify themselves as cognitive semanticists
typically have a diverse set of foci and interests. However, there are a number
of principles that collectively characterise a cognitive semantics approach.
In section 5.1 we will identify these guiding principles as we see them. In
section 5.2 we will explore some of the major lines of investigation pursued
under the ‘banner’ of cognitive semantics. As we will see, although cognitive
semantics began life as a reaction against formal theories of meaning deriving
from twentieth-century analytic philosophy and objectivism, the guiding prin-
ciples adopted within cognitive semantics open up a range of phenomena for
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direct investigation that transcend the initial point of departure for research in
cognitive semantics. In other words, these approaches now go significantly
beyond refuting the tradition of truth-conditional semantics. In section 5.3, we
will look in more detail at the methodology adopted by cognitive semanticists
in investigating these phenomena, and in section 5.4 we will make some explicit
comparisons between cognitive approaches and formal approaches to linguis-
tic meaning, setting the scene for some of the more detailed discussions that
follow in Part IT of the book.

5.1 Guiding principles

In this section we consider four central assumptions of cognitive semantics.
These are listed below:

1. Conceptual structure is embodied (the ‘embodied cognition thesis’).
2. Semantic structure is conceptual structure.

3. Meaning representation is encyclopaedic.

4. Meaning construction is conceptualisation.

These principles can be viewed as outcomes of the two key commitments
described in Chapter 2: the ‘Generalisation Commitment’ and the ‘Cognitive
Commitment’. The embodied cognition thesis is also one of these assumptions.
Let’s look at each of these in turn.

5.1.1 Conceptual structure is embodied

A fundamental concern for cognitive semanticists is the nature of the relation-
ship between conceptual structure and the external world of sensory experi-
ence. In other words, cognitive semanticists set out to explore the nature of
human interaction with and awareness of the external world, and to build a
theory of conceptual structure that is consonant with the ways in which we
experience the world. One idea that has emerged in an attempt to explain the
nature of conceptual organisation on the basis of interaction with the physical
world is the embodied cognition thesis, which we introduced in Chapter 2.
As we saw, this thesis holds that the nature of conceptual organisation arises
from bodily experience, so part of what makes conceptual structure meaning-
ful is the bodily experience with which it is associated.

Let’s illustrate this idea with an example. Imagine a man in a locked room.
A room has the structural properties associated with a bounded landmark: it
has enclosed sides, an interior, a boundary and an exterior. As a consequence of
these properties, the bounded landmark has the additional functional property
of containment: the man is unable to leave the room. Although this seems
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rather obvious, observe that this instance of containment is partly a conse-
quence of the properties of the bounded landmark and partly a consequence of
the properties of the human body. Humans cannot pass through minute
crevices like gas can, or crawl through the gaps under doors like ants can. In
other words, containment is a meaningful consequence of a particular type of
physical relationship that we have experienced in interaction with the external
world.

The concept associated with containment is an instance of what cognitive
linguists call an image schema. In the cognitive model, the image-schematic
concept represents one of the ways in which bodily experience gives rise
to meaningful concepts. While the concept CONTAINER is grounded in the
directly embodied experience of interacting with bounded landmarks, image-
schematic conceptual structure can also give rise to more abstract kinds of
meaning. For example, consider the following examples from Lakoff and
Johnson (1980: 32):

<8

(1) a. He’sinlove.

We’re out of trouble now.

He’s coming out of the coma.
Pm slowly getting into shape.
He entered a state of euphoria.
He fell into a depression.

o o0 o

Lakoff (1987) and Johnson (1987) both argue that examples like the ones in (1)
are licensed by the metaphorical projection of the CONTAINER image schema
onto the abstract conceptual domain of STATES, to which concepts like LOVE,
TROUBLE and HEALTH belong. This results in the conceptual metaphor STATES
ARE CONTAINERS. The idea behind metaphorical projection is that meaningful
structure from bodily experience gives rise to concrete concepts like the CON-
TAINER image schema, which in turn serves to structure more abstract con-
ceptual domains like STATES. In this way, conceptual structure is embodied. We
will look in detail at image schemas in Chapter 6.

5.1.2 Semantic structure is conceptual structure

This principle asserts that language refers to concepts in the mind of the
speaker rather than to objects in the external world. In other words, semantic
structure (the meanings conventionally associated with words and other lin-
guistic units) can be equated with concepts. As we saw in Chapter 3, these con-
ventional meanings associated with words are linguistic concepts or lexical
concepts: the conventional form that conceptual structure requires in order
to be encoded in language.
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However, the claim that semantic structure can be equated with conceptual
structure does not mean that the two are identical. Instead, cognitive semanti-
cists claim that the meanings associated with words, for example, form only a
subset of possible concepts. After all, we have many more thoughts, ideas and
feelings than we can conventionally encode in language. For example, we have
a concept for the place on our faces below our nose and above our mouth where
moustaches go. We must have a concept for this part of the face in order to
understand that the hair that grows there is called a moustache. However, as
Langacker (1987) points out, there is no English word that conventionally
encodes this concept (at least not in the non-specialist vocabulary of everyday
language). It follows that the set of lexical concepts is only a subset of the entire
set of concepts in the mind of the speaker.

For a theory of language, this principle is of greater significance than we might
think. Recall that semantic structure relates not just to words but to all linguis-
tic units. A linguistic unit might be a word like caz, a bound morpheme such
as -er, as in driver or teacher, or indeed a larger conventional pattern, like the
structure of an active sentence (2) or a passive sentence (3):

(2) William Shakespeare wrote Romeo and Juliet. [active]

(3) Romeo and Fuliet was written by William Shakespeare.  [passive]

Because active and passive constructions are conventionally associated with a
functional distinction, namely the point of view we are adopting with respect
to the subject of the sentence, cognitive linguists claim that the active and
passive structures are themselves meaningful: in active sentences we are focus-
ing on the active participant in an event by placing this unit at the front of the
construction. In passive sentences, we are focusing on the participant that
undergoes the action. The conventional meanings associated with these gram-
matical constructions are admittedly schematic, but they are nevertheless
meaningful. According to the view adopted in cognitive semantics, the same
holds for smaller grammatical units as well, including words like /¢ and tense
morphemes like -ed in wondered. This is an idea that we discuss in more detail
in Part III of the book.

For present purposes, the idea that grammatical categories or construc-
tions are essentially conceptual in nature entails that closed-class elements
as well as open-class elements fall within the purview of semantic analysis.
Indeed, Talmy (2000) explicitly focuses upon closed-class semantics. One
of the properties that makes cognitive semantics different from other
approaches to language, then, is that it seeks to provide a unified account of
lexical and grammatical organisation rather than viewing these as distinct
subsystems.
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There are two important caveats that follow from the principle that semantic
structure represents a subpart of conceptual structure. Firstly, it is important
to point out that cognitive semanticists are not claiming that language relates to
concepts internal to the mind of the speaker and nothing else. This would lead
to an extreme form of subjectivism, in which concepts are divorced from the
world that they relate to (see Sinha 1999). Indeed, we have concepts in the first
place either because they are useful ways of understanding the external world,
or because they are inevitable ways of understanding the world, given our cog-
nitive architecture and our physiology. Cognitive semantics therefore steers a
path between the opposing extremes of subjectivism and the objectivism encap-
sulated in traditional truth-conditional semantics (section 5.4) by claiming that
concepts relate to lived experience.

Let’s look at an example. Consider the concept BACHELOR. This is a much-
discussed example in the semantics literature. This concept, which is tradi-
tionally defined as an ‘unmarried adult male’, is not isolated from ordinary
experience because we cannot in fact apply it to all unmarried adult males.
We understand that some adult males are ineligible for marriage due either
to vocation or to sexual preference (at least while marriage is restricted to
occurring between members of the opposite sex). It is for this reason that we
would find it odd to apply the term bachelor to either the Pope or a homosex-
ual male, even though they both, strictly speaking, meet the ‘definition’ of
BACHELOR.

The second caveat concerns the notion of semantic structure. We have
assumed so far that the meanings associated with words can be defined: for
example, BACHELOR means ‘unmarried adult male’. However, we have already
begun to see that word meanings, which we are calling lexical concepts, cannot
straightforwardly be defined. Indeed, strict definitions like ‘unmarried adult
male’ fail to adequately capture the range and diversity of meaning associated
with any given lexical concept. For this reason, cognitive semanticists reject the
definitional or dictionary view of word meaning in favour of an encyclopaedic
view. We will elaborate this idea in more detail below (section 5.1.3).

5.1.3 Meaning representation is encyclopaedic

The third central principle of cognitive semantics holds that semantic struc-
ture is encyclopaedic in nature. This means that words do not represent
neatly packaged bundles of meaning (the dictionary view), but serve as ‘points
of access’ to vast repositories of knowledge relating to a particular concept or
conceptual domain (e.g. Langacker 1987). We illustrated this idea above in rela-
tion to the concept BACHELOR. Indeed, not only do we know that certain kinds
of unmarried adult males would not normally be described as bachelors,
we also have cultural knowledge regarding the behaviour associated with
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stereotypical bachelors. It is ‘encyclopaedic’ knowledge of this kind that allows
us to interpret this otherwise contradictory sentence:

(4) ‘Watch out Jane, your husband’s a right bachelor!’

On the face of it, identifying Jane’s husband (a married man) as a bachelor
would appear to be contradictory. However, given our cultural stereotype of
bachelors, which represents them as sexual predators, we understand the utter-
ance in (4) as a warning issued to Jane concerning her husband’s fidelity. As this
example illustrates, the meanings associated with words often draw upon
complex and sophisticated bodies of knowledge. We will look in detail at the
encyclopaedic view of meaning in Chapter 7.

Of course, to claim that words are ‘points of access’ to encyclopaedic
meaning is not to deny that words have conventional meanings associated with
them. The fact that example (5) means something different from example (6)
is a consequence of the conventional range of meanings associated with safe and

happy.

(5) John is safe.
(6) John is happy.

However, cognitive semanticists argue that the conventional meaning associ-
ated with a particular word is just a ‘prompt’ for the process of meaning con-
struction: the ‘selection’ of an appropriate interpretation against the context
of the utterance. For example, the word safe has a range of meanings, and the
meaning that we select emerges as a consequence of the context in which
the word occurs. To illustrate this point, consider the examples in (7) against
the context of a child playing on the beach.

(7) a. The child is safe.
b. The beach is safe.
c. The shovel is safe.

In this context, the interpretation of (7a) is that the child will not come to any
harm. However, (7b) does not mean that the beach will not come to harm.
Instead, it means that the beach is an environment in which the risk of the child
coming to harm is minimised. Similarly, (7c) does not mean that the shovel will
not come to harm, but that it will not cause harm to the child. These examples
illustrate that there is no single fixed property that safe assigns to the words
child, beach and shovel. In order to understand what the speaker means, we draw
upon our encyclopaedic knowledge relating to children, beaches and shovels,
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and our knowledge relating to what it means to be safe. We then ‘construct’
a meaning by ‘selecting’ a meaning that is appropriate in the context of the
utterance.

Just to give a few examples, the sentence in (7b) could be interpreted in any
of the following ways, given an appropriate context. Some of these meanings
can be paraphrased as ‘safe from harm’, and others as ‘unlikely to cause harm’:
(1) this beach has avoided the impact of a recent oil spill; (2) this beach is not
going to be dug up by property developers; (3) due to its location in a temper-
ate climate, you will not suffer from sunburn on this beach; (4) this beach,
which is prone to crowding, is free of pickpockets; (5) there are no jellyfish in
the sea; (6) the miniature model beach with accompanying model luxury hotels,
designed by an architect, which was inadvertently dropped before an impor-
tant meeting, has not been damaged.

5.1.4 Meaning construction is conceptualisation

In this section, we explore the process of meaning construction in more detail.
The fourth principle associated with cognitive semantics is that language itself
does not encode meaning. Instead, as we have seen, words (and other linguis-
tic units) are only ‘prompts’ for the construction of meaning. According to this
view, meaning is constructed at the conceptual level: meaning construction is
equated with conceptualisation, a dynamic process whereby linguistic units
serve as prompts for an array of conceptual operations and the recruitment of
background knowledge. It follows from this view that meaning is a process
rather than a discrete ‘thing’ that can be ‘packaged’ by language. Meaning con-
struction draws upon encyclopaedic knowledge, as we saw above, and involves
inferencing strategies that relate to different aspects of conceptual structure,
organisation and packaging (Sweetser 1999). The dynamic quality of meaning
construction has been most extensively modelled by Gilles Fauconnier (e.g.
1994, 1997), who emphasises the role of mappings: local connections between
distinct mental spaces, conceptual ‘packets’ of information, which are built
up during the ‘on-line’ process of meaning construction.

Let’s look at an example that illustrates the conceptual nature of meaning
construction. Consider the following example from Taylor (2002: 530):

(8) In France, Bill Clinton wouldn’t have been harmed by his relationship
with Monica Lewinsky.

Sentences of this kind are called counterfactuals, because they describe a sce-
nario that is counter to fact. This sentence prompts us to imagine a scenario in
which Bill Clinton, the former US President, is actually the President of
France, and that the scandal that surrounded him and the former Whitehouse
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intern, Monica Lewinsky, took place not in the United States but in France. In
the context of this scenario, it is suggested that Bill Clinton would not have
been politically harmed by his extramarital affair with Lewinsky. According to
Gilles Fauconnier and Mark Turner (e.g. 2002), we actually have to engage in
conceptual feats of breathtaking complexity in order to access this kind of
meaning. These conceptual feats are performed on a second-by-second basis
in the ongoing construction of meaning in discourse, and without conscious
awareness.

According to this view, which is called Conceptual Blending Theory, the
sentence in (8) prompts us to set up one mental space, a ‘reality space’, in which
Clinton is the US President, Lewinsky is his intern, they have an affair, they
are found out and scandal ensues. We also set up a second ‘reality space’, which
contains the President of France together with knowledge about French
culture which deems it permissible for French presidents to have extra-marital
relations, and ‘public’ and ‘private’ families. In a third blended space, Clinton
is the President of France, he has an affair with Lewinsky, they are found out,
but there is no scandal. Because of the conceptual mappings that relate the first
two spaces to the third blended space, we come to understand something addi-
tional about the original ‘input’ or reality spaces. We learn that the cultural and
moral sensitivities regarding extramarital affairs between politicians and
members of their staff are radically different in the United States and France.
This meaning is constructed on the basis of complex mapping operations
between distinct reality-based scenarios, which combine to create a new coun-
terfactual scenario. The blended space, then, gives rise to a new meaning, albeit
counterfactual, which is not available from encyclopaedic knowledge. This new
meaning rests upon Clinton as French President escaping scandal despite his
affair with Lewinsky. We will look in detail at mental spaces and the idea of con-
ceptual blending in Chapters 11-12. Table 5.1 summarises the four key
assumptions of cognitive semantics that we have discussed in this section.

5.2 Phenomena investigated within cognitive semantics

Having established the guiding principles that underpin cognitive semantics,
we turn in this section to a brief overview of some of the phenomena investi-
gated within this approach. This provides some elaboration on issues
addressed in the previous section, and gives a flavour of the nature and scope
of cognitive semantics.

5.2.1 The bodily basis of meaning

Given the thesis of embodied cognition that we discussed earlier (section
5.1.2), a key area of investigation within cognitive semantics concerns the
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Table 5.1 The guiding principles of cognitive semantics

Conceptual structure is embodied The nature of conceptual organisation
arises from bodily experience

Semantic structure is conceptual structure Semantic structure (the meanings
conventionally associated with words
and other linguistic units) is equated
with concepts

Meaning representation is encyclopaedic Words (and other linguistic units) are
treated as ‘points of access’ to vast
repositories of knowledge relating to a
particular concept

Meaning construction is conceptualisation Meaning construction is equated with
conceptualisation, a dynamic process
whereby linguistic units serve as
prompts for an array of conceptual
operations and the recruitment of
background knowledge

bodily basis of meaning (see Chapter 6). Given the assumption that conceptual
structure is meaningful by virtue of being tied to directly meaningful pre-
conceptual (bodily) experience, much research within the cognitive semantics
tradition has been directed at investigating conceptual metaphors. According
to this approach, conceptual metaphors give rise to systems of conventional
conceptual mappings, held in long-term memory, which may be motivated by
image-schematic structure. If image schemas arise from bodily experience,
then we may be able to explain conceptual metaphor on the basis that it maps
rich and detailed structure from concrete domains of experience onto more
abstract concepts and conceptual domains. We have seen several examples of
this phenomenon already. Consider again example (9), which was first
presented in Chapter 1.

(9) The number of shares has gone up.

According to Lakoff and Johnson, examples like this are motivated by a highly
productive conceptual metaphor that is also evident in (10).

(10) a. John got the highest score on the test.
b. Mortgage rates have fallen.
c. Inflation is on the way up.

This metaphor appears to relate the domains of QUANTITY and VERTICAL ELE-
VATION. In other words, we understand greater quantity in terms of increased
height, and decreased quantity in terms of lesser height. Conceptual metaphor
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scholars like Lakoff and Johnson argue that this conventional pattern of con-
ceptual mapping is directly grounded in ubiquitous everyday experience. For
example, when we pour a liquid into a glass, there is a simultaneous increase in
the height and quantity of the fluid. This is a typical example of the correla-
tion between height and quantity. Similarly, if we put items onto a pile, an
increase in height correlates with an increase in quantity. This experiential
correlation between height and quantity, which we experience from an early
age, has been claimed to motivate the conceptual metaphor MORE IS UP, also
known as QUANTITY IS VERTICAL ELEVATION (see Chapter 9).

5.2.2 Conceptual structure

As we have seen, an important line of investigation within cognitive semantics
focuses on how language encodes (and reflects) conceptual structure. This line
of investigation concerns the conceptual structuring mechanisms apparent in
linguistic structure. One way of uncovering conceptual structure in language
is by investigating the distinct functions associated with open-class and closed-
class semantic systems. Talmy (2000) argues that these two systems encode our
Cognitive Representation (CR) in language. The closed-class semantic
system (the system of meaning associated with grammatical constructions,
bound morphemes and grammatical words like and and the) provides scene-
structuring representation. The open-class semantic system (the system of
meaning associated with content words and morphemes) provides the sub-
stantive content relating to a particular scene. In Chapter 1, we illustrated the
distinction between the open-class and closed-class subsystems with the fol-
lowing example:

(11) The hunter tracked the tigers

The elements marked in bold, as well as the declarative word order (as
opposed to the interrogative Did the hunter track the tigers? for example) form
part of the system of closed-class semantics. They provide the ‘concept struc-
turing’ elements of the meaning described in this scene, and provide informa-
tion about when the event occurred, how many participants were involved,
whether the participants are familiar to the speaker and hearer in the current
discourse, whether the speaker asserts the information (rather than, say, asking
a question about it) and so on. We can think of these closed-class elements as
providing a kind of frame or scaffolding, which forms the foundations of the
meaning in this sentence. The open-class semantic system relates to words like
hunter, track and tiger, which impose rich contentful meaning upon this frame:
who the participants are and the nature of event described in the scene. We look
at these ideas in more detail in Chapter 6.
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5.2.3 Encyclopaedic semantics

Research into the encyclopaedic nature of meaning has mainly focused on
the way semantic structure is organised relative to conceptual knowledge
structures. One proposal concerning the organisation of word meaning is
based on the notion of a frame against which word-meanings are under-
stood. This idea has been developed in linguistics by Charles Fillmore (1975,
1977, 1982, 1985a). Frames are detailed knowledge structures or schemas
emerging from everyday experiences. According to this perspective, knowl-
edge of word meaning is, in part, knowledge of the individual frames with
which a word is associated. A theory of frame semantics therefore reveals
the rich network of meaning that makes up our knowledge of words (see
Chapter 7).

By way of illustration, consider the verbs r0b and steal. On first inspection it
might appear that these verbs both relate to a THEFT frame, which includes the
following roles: (1) THIEF; (2) TARGET (the person or a place that is robbed);
and (3) GooDs (to be) stolen. However, there is an important difference
between the two verbs: while 70b profiles THIEF and TARGET, stea/ profiles THIEF
and GOODS. The examples in (12) are from Goldberg (1995: 45).

(12) a. [Jesse] robbed [the rich] (of their money). <THIEF TARGET
GOODS>

b. [Jesse] stole [money] (from the rich). <THIEF TARGET
GOODS>

In other words, while both verbs can occur in sentences with all three partici-
pants, each verb has different requirements concerning which two participants
it needs. This is illustrated by following examples (although it’s worth observ-
ing that (13a) is acceptable in some British English dialects):

(13) a. *Jesse robbed the money.
b. *Jesse stole the rich.

As these examples illustrate, our knowledge of word meaning involves complex
networks of knowledge.

A related approach is the theory of domains, developed by Langacker (e.g.
1987). In his theory of domains (also discussed in Chapter 7), Langacker argues
that knowledge representation can be described in terms of profile-base
organisation. A linguistic unit’s profile is the part of its semantic structure
upon which that word focuses attention: this part is explicitly mentioned. The
aspect of semantic structure that is not in focus, but is necessary in order to
understand the profile, is called the base. For instance, the lexical item /hunter
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profiles a particular participant in an activity in which an animal is pursued
with a view to it being killed. The meaning of Aunter is only understood in the
context of this activity. The hunting process is therefore the base against which
the participant hunter is profiled.

5.2.4 Mappings

Another prominent theme in cognitive semantics is the idea of concep-
tual mappings. Fauconnier (1997) has identified three kinds of mapping
operations: (1) projection mappings; (2) pragmatic function mappings; and
(3) schema mappings.

A projection mapping projects structure from one domain (source) onto
another (target). We mentioned this kind of mapping earlier in relation to
conceptual metaphor. Another example is the metaphor TIME IS THE MOTION
OF OBJECTS, where TIME is conceptualised in terms of MOTION (recall the
discussion of the ‘moving time’ model in Chapter 3). Consider the examples

in (14).

(14) a. Summer has just zoomed by.
b. The end of term is approaching.
¢.  The time for a decision has come.

In these sentences, temporally framed concepts corresponding to the expres-
sions summer, the end of term and the time for a decision are structured in terms
of MOTION. Of course, temporal concepts cannot undergo literal motion
because they are not physical entities. However, these conventional metaphoric
mappings allow us to understand abstract concepts like TIME in terms of
MOTION. We explore conceptual metaphor in detail in Chapter 9.

Pragmatic function mappings are established between two entities by
virtue of a shared frame of experience. For example, metonymy, which
depends upon an association between two entities so that one entity can stand
for the other, is an instance of a pragmatic function mapping. Consider
example (15).

(15) The ham sandwich has wandering hands.

Imagine the sentence in (15) uttered by one waitress to another in a restaurant.
In this context, the salient association between a particular customer and the
food he orders establishes a pragmatic function mapping. We also look in detail
at metonymy in Chapter 9.

Schema mappings relate to the projection of a schema (another term
for frame) onto particular utterances. As intimated in section 5.2.1, a frame is
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a relatively detailed knowledge structure derived from everyday patterns of
interaction. For instance, we have an abstract frame for PURCHASING GOODS,
which represents an abstraction over specific instances of purchasing goods,
such as buying a stamp in a post office, buying groceries in a supermarket,
ordering a book through an on-line retailer, and so on. Each instance of PUR-
CHASING GOODS involves a purchaser, a vendor, merchandise, money (or credit
card) and so on. Consider example (16):

(16) The Ministry of Defence purchased twenty new helicopters from
Westland.

We make sense of this sentence by mapping its various components onto the
roles in the PURCHASING GOODS frame. This frame enables us to understand the
role assumed by each of the participants in this example: that the Ministry of
Defence is the PURCHASER, the contractor Westland is the VENDOR and the heli-
copters are the MERCHANDISE. We look in more detail at schema mappings in
Chapters 11 and 12, where we address two theories that rely upon this idea:
Mental Spaces Theory and Conceptual Blending Theory.

5.2.5 Categorisation

Another phenomenon that has received considerable attention within cognitive
semantics is categorisation: our ability to identify entities as members of
groups. Of course, the words we use to refer to entities rest upon categori-
sation: there are good reasons why we call a cat ‘car’ and not, say, ‘fish’. One
of the reasons behind the interest in this area stems from the ‘Cognitive
Commitment’: the position adopted by cognitive linguists that language is a
function of generalised cognition (Chapter 2). The ability to categorise is
central to human cognition; given the ‘Cognitive Commitment’, we expect
this ability to be reflected in linguistic organisation. The other reason behind
the interest in this area relates to a question that has challenged philosophers
(and, more recently, linguists) since ancient times: can word meaning be
defined?

In the 1970s, pioneering research by cognitive psychologist Eleanor Rosch
and her colleagues presented a serious challenge to the classical view of cate-
gorisation that had dominated Western thought since the time of Aristotle.
According to this classical model, category membership is defined according to
a set of necessary and sufficient conditions, which entails that category mem-
bership is an ‘all-or-nothing’ affair. For example, as we observed in Chapter 2,
the artefacts depicted in Figure 5.1 can, depending on the situation and the way
the artefact is being used, be identified as members of the category CUP.
However, these are not all ‘equal’ members of that category.
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(a) (b) (©) (d) (e)

Figure 5.1 Some members of the category CUP

The findings of Eleanor Rosch and her team revealed that categorisation is
not an all or nothing affair, but that many categorisation judgements seemed to
exhibit prototype or typicality effects. For example, when we categorise
birds, certain types of bird (like robins or sparrows) are judged as ‘better’ exam-
ples of the category than others (like penguins).

In his famous book Women, Fire and Dangerous Things, George Lakoff (1987)
explored some of the consequences of the observations made by Rosch and her
colleagues for a theory of conceptual structure as manifested in language. An
important idea that emerged from Lakoff’s study is the theory of idealised
cognitive models (ICMs), which are highly abstract frames. These can
account for certain kinds of typicality effects in categorisation.

For example, let’s consider once more the concept BACHELOR. This is under-
stood with respect to a relatively schematic ICM MARRIAGE. The MARRIAGE
ICM includes the knowledge that bachelors are unmarried adult males. As we
have observed, the category BACHELOR exhibits typicality effects. In other
words, some members of the category BACHELOR (like eligible young men) are
‘better’ or more typical examples than others (like the Pope). The knowledge
associated with the MARRIAGE ICM stipulates that bachelors can marry.
However, our knowledge relating to CATHOLICISM stipulates that the Pope
cannot marry. It is because of this mismatch between the MARRIAGE ICM (with
respect to which BACHELOR is understood) and the CATHOLICISM ICM (with
respect to which the Pope is understood) that this particular typicality effect
arises.

5.2.6 Word meaning and polysemy

Another area in which Lakoff’s work on ICMs has been highly influential is
lexical semantics. As we have begun to see (recall example (7)), lexical items
(words) typically have more than one meaning associated with them. When the
meanings are related, this is called polysemy. Polysemy appears to be the
norm rather than the exception in language. Lakoff proposed that lexical units
like words should be treated as conceptual categories, organised with respect
to an ICM or prototype. According to this point of view, polysemy arises
because words are linked to a network of lexical concepts rather than to a single
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such concept. However, there is usually a central or ‘typical’ meaning that
relates the others. In this respect, word meanings are a bit like the category
BIRD. We look in more detail at word meaning in Chapter 10.

5.3 Methodology

In this section, we briefly comment on issues relating to methodology in cog-
nitive semantics. First of all, it is important to explain how cognitive semantics
is different from cognitive approaches to grammar, which we explore in Part
III of the book. Cognitive semantics is primarily concerned with investigating
conceptual structure and processes of conceptualisation, as we have seen. This
means that cognitive semanticists are not primarily concerned with studying
linguistic meaning for its own sake, but rather for what it can reveal about the
nature of the human conceptual system. Their focus on language is motivated
by the assumption that linguistic organisation will reflect, at least partially, the
nature and organisation of the conceptual system; this does not mean that lan-
guage directly mirrors the conceptual system, as we were careful to point out
earlier in this chapter. For cognitive semanticists, then, language is a tool for
investigating conceptual organisation.

In contrast, cognitive approaches to grammar are primarily concerned with
studying the language system itself, and with describing that system, and our
knowledge of that system, on the basis of the properties of the conceptual
system. It follows that cognitive semantics and cognitive approaches to
grammar are ‘two sides of the same coin’: cognitive semanticists rely on lan-
guage to help them understand how the conceptual system works, while cog-
nitive grammarians rely on what is known about the conceptual system to help
them understand how language works.

In employing language for the purposes of investigating patterns of concep-
tual organisation, cognitive semanticists rely upon the methodology of seeking
converging evidence, an idea that we introduced in Chapter 2. This means that
when patterns in language suggest corresponding patterns in conceptual struc-
ture, cognitive semanticists look for related evidence of these patterns in other
areas of investigation. For example, linguistic patterns suggest conceptual pat-
terns relating to time, where PAST is ‘behind’ and FUTURE is ‘in front’. Evidence
from gesture studies provides independent support for the existence of this con-
ceptual pattern: while English speakers gesture behind themselves while talking
about the past, they gesture in front of themselves when talking about the future.
Converging evidence from two distinct forms of communication (language and
gesture) suggests that a common conceptual pattern underlies those two
different forms. This explains why cognitive semanticists rely upon evidence
from other disciplines, particularly cognitive psychology and neuroscience, in
building a theory of the human conceptual system.
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5.4 Some comparisons with formal approaches to semantics

In this section, we sketch out some of the differences between cognitive seman-
tics and formal approaches to meaning. These different points are developed at
relevant points throughout Part II of the book, and in Chapter 13 cognitive
semantics is compared with two influential formal theories of meaning: Formal
Semantics and Relevance Theory. To begin with, formal approaches to meaning
such as truth-conditional semantics, which aim to be broadly compatible with
the generative model, assume a dictionary model of linguistic meaning, rather
than an encyclopaedic model. According to this view, linguistic meaning is sep-
arate from ‘world knowledge’, and can be modelled according to precise and for-
mally stated definitions. Often, formal models of meaning rely on semantic
decomposition along the lines we outlined in Chapter 3. One consequence of the
strict separation of linguistic knowledge from world knowledge is the separation
of semantics from pragmatics. While semantic meaning relates to the meaning
‘packaged’ inside words, regardless of their context of use, pragmatic meaning
relates to how speakers make use of contextual information to retrieve speaker
meaning by constructing inferences and so on. Of course, both semantic and
pragmatic meaning interact to give rise to the interpretation of an utterance, but
the formal model holds that only semantic meaning, being ‘purely linguistic’,
belongs in the lexicon. As we will discover, cognitive semantics rejects this sharp
division between semantics and pragmatics. Furthermore, in assuming a proto-
type model of word meaning, cognitive semantics also rejects the idea that word
meaning can be modelled by strict definitions based on semantic decomposition.

A related issue concerns the assumption of compositionality that is assumed
within formal models Not only is word meaning composed from semantic prim-
itives, but sentence meaning is composed from word meaning, together with the
structure imposed on those words by the grammar. While this view might work
well enough for some sentences, it fails to account for ‘non-compositional’
expressions: those expressions whose meaning cannot be predicted from the
meanings of the parts. These include idioms and metaphors (recall our discus-
sion of the idiomatic expression kick the bucket in Chapter 1). This view implies
that non-compositional expressions are the exception rather than the norm. As
we will see, cognitive linguists also reject this view, adopting a constructional
rather than compositional view of sentence meaning. Furthermore, cognitive
semanticists argue that figurative language is in fact central to our way of think-
ing as well as to the way language works.

The final difference that we mention here relates to the model of truth-
conditional semantics that is adopted by most formal models of linguistic
meaning. This approach assumes an objectivist position, which means that it
assumes an objective external reality against which descriptions in language
can be judged true or false. In this way, it builds a model of semantic meaning
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that can be made explicit by means of a logical metalanguage. For example, the
sentences Lily devoured the cake and The cake was devoured by Lily stand in a
sentence meaning relation of paraphrase. The truth-conditional model char-
acterises this meaning relation by describing the two sentences, or rather the
propositions they express, as both holding true of the same state of affairs in
the world. The appeal of this model is that it allows for precise statements that
can be modelled by logic (a point to which we return in Chapter 13). One of
the main disadvantages is that it can only account for propositions (roughly,
descriptions of states of affairs). Of course, many utterances do not express
propositions, such as questions, commands, greetings and so on, so that the
truth-conditional model can only account for the meaning of a subset of sen-
tence or utterance types. This view stands in direct opposition to the experi-
entialist view adopted within cognitive semantics, which describes meaning in
terms of human construal of reality.

Of course, there are many different formal models of linguistic meaning, and
we cannot do justice to them all here. For purposes of comparison in this book,
we refer to the ‘standard’ truth-conditional approach that is set out in most
textbooks of semantics, while drawing the reader’s attention to the fact that
more recent formal approaches, notably the Conceptual Semantics model
developed by Ray Jackendoff (1983, 1990, 1992, 1997), are consonant with the
cognitive view in a number of important ways. For example, like cognitive
semanticists, Jackendoff assumes a non-objective representational rather than
denotational view of meaning: a mentalist model, which treats meaning as a
relationship between language and world that is mediated by the human mind.
Jackendoff also rejects the truth-conditional approach. However, as we saw in
Chapter 3, Jackendoff adopts the semantic decomposition approach, and aims
to build a model that is compatible with generative assumptions, including the
nativist hypothesis and the modularity hypothesis.

5.5 Summary

In this chapter we have presented the four fundamental principles that charac-
terise the approach to linguistic meaning known as cognitive semantics. In con-
trast to objectivist semantics, cognitive semantics adopts the position that
language refers not to an objective reality, but to concepts: the conventional
meanings associated with words and other linguistic units are seen as relating
to thoughts and ideas. Hence, the first main assumption of cognitive semantics
concerns the nature of the relationship between conceptual structure and
human interaction with, and awareness of, the external world of sensory expe-
rience. Cognitive semanticists posit the embodied cognition thesis: the idea
that the nature of conceptual organisation arises from bodily experience. In
other words, conceptual structure is meaningful in part because of the bodily
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experiences with which it is associated. The second assumption is that seman-
tic structure is conceptual structure. The third assumption associated with
cognitive semantics holds that meaning representation is encyclopaedic:
words (and other linguistic units) are ‘points of access’ to vast repositories of
knowledge concerning a particular lexical concept. The fourth assumption
holds that language itself does not encode meaning. Instead, words (and other
linguistic units) serve as ‘prompts’ for the construction of meaning. This
gives rise to the thesis that meaning construction is conceptualisation,
a dynamic process whereby linguistic units serve as prompts for an array of
conceptual operations and the recruitment of background knowledge.

Further reading

Introductory texts

* Croft and Cruse (2004)

» Lee (2001)

* Saeed (2002)

* Ungerer and Schmid (1996)

These are all textbooks that provide good coverage of cognitive semantics. The
Lee book is the most accessible. The Croft and Cruse book is the most
advanced. The Saeed book is an excellent general introduction to the study of
linguistic meaning, addressing both formal and non-formal perspectives, and
includes one chapter focusing on cognitive semantics as well as a chapter on
Jackendoff’s conceptual semantics framework.

Foundational texts

The following are among the foundational book-length texts in cognitive
semantics, providing an insight into issues explored, phenomena investigated
and the kinds of methodologies employed. We will look in detail at all these
theories in subsequent chapters.

* Fauconnier (1994). Mental Spaces Theory.

* Fauconnier and Turner (2002). Conceptual Blending Theory.

* Johnson (1987). Image schemas.

* Lakoff (1987). Addresses categorisation and provides a theory of
mental models. Also addresses the philosophical basis of cognitive
semantics.

* Lakoff and Johnson (1980). The earliest sketch of Conceptual
Metaphor Theory.
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* Lakoff and Johnson (1999). An updated and detailed treatment of
Conceptual Metaphor Theory.

* Langacker (1987). Part II presents an overview of the nature of
semantic structure necessary in order to support grammatical repre-
sentation in language.

* Sweetser (1990). Addresses the metaphorical basis of meaning
extension.

* Talmy (2000). A compendium of Talmy’s now classic papers detail-
ing his work on the schematic systems that underpin linguistic
organisation.

Theoretical and philosophical overviews

* Johnson (1992)

* Lakoft (1987: chapter 17)
* Sinha (1999)

* Turner (1992)

These are all article-length contributions by leading figures in cognitive seman-
tics. They address both theoretical and philosophical issues relating to cogni-
tive semantics.

Exercises

5.1 Defining cognitive semantics

‘Cognitive semantics is an approach not a theory.’ Discuss this statement. What
does it mean? Do you agree?

5.2 Experience and conceptual structure

In example (1) in the main text, abstract states are conceptualised in terms of
containers, which is shown by the use of the preposition ‘in’. Now consider the
following examples:

(a) The guard is on duty.
(b) The blouse is on sale.
(c) We’re on red alert.

Can you think of a reason why states like these might be lexicalised using on
rather than /#? What does this reveal about the relationship between experience
and conceptual structure?
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5.3 Meaning construction and conceptualisation

Consider the following exchange at a dinner party, and answer the questions
that follow.

Guest:  Where shall I sit?
Host:  Can you sit in the apple juice seat?

(1) If you were the guest what would you make of this? Make a list of all
the possible interpretations of ‘apple juice seat’.

(i) What is the most likely meaning, from those you’ve listed, given the
context of a dinner party?

(ii1)) Now imagine that the guest is teetotal and the rest of the guests are
drinking wine with their dinner. What does this tell you about the
meaning of ‘apple juice seat’?

(iv) Finally, what does this example illustrate in light of our discussion of
the role of language in meaning construction (section 5.1.4)?

5.4 Word meaning

Consider the following examples.

(a) That parked BMW over there is a fast car.

(b) They were travelling in the fast lane on the motorway.
(c) That car is travelling fast.

(d) He can think through a problem fast.

(e) Christmas went by fast this year.

Each of these uses of fast means something slightly different. Identify the
meaning of fast in each sentence. What do these different readings reveal about
the nature of word meaning?

5.5 Mappings
Consider the following exchange which takes place in a library:

Librarian: Yes?
Elderly man: 1 can’t reach Shakespeare on the top shelf.

What does the sentence uttered by the elderly man mean? In light of the
discussion of the three types of mapping proposed by Fauconnier (section 5.2.4),
identify the type of mapping that accounts for the meaning of this sentence.
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Embodiment and conceptual structure

This chapter explores in more detail two of the central principles of cognitive
semantics introduced in Chapter 5. These are: (1) the thesis that conceptual
structure derives from embodiment, also known as the embodied cognition
thesis; and (2) the thesis that semantic structure reflects conceptual struc-
ture. The reason for exploring these two principles together in a single chapter
is because they are inextricably linked: once we have established that concep-
tual structure is embodied, in the sense that the nature of our embodiment
determines and delimits the range and nature of concepts that can be repre-
sented, we can then examine how these concepts are encoded and externalised
via language by looking at how the language system provides meaning based on
concepts derived from embodiment.

We address the thesis of embodied cognition by presenting the theory of
image schemas developed by Johnson (1987), among others. As we began to
see in the previous chapter, image schemas are relatively abstract conceptual
representations that arise directly from our everyday interaction with and
observation of the world around us. That is, they are concepts arising from
embodied experience. Once we have described the research on image schemas,
and how they derive from embodiment, we then address the second principle.
This is the thesis that embodiment, as the basis of conceptual organisation,
should be evident in semantic structure: the meanings associated with words
and other linguistic elements. In order to explore this thesis, we examine
Leonard Talmy’s theory of conceptual structure. In his influential work, Talmy
has argued that one of the ways that language encodes conceptual representa-
tion is by providing structural meaning, also known as schematic
meaning. This kind of meaning relates to structural properties of referents
(the entities that language describes: objects, people, and so on) and scenes
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EMBODIMENT

\4

CONCEPTUAL STRUCTURE
consists of conceptual
representations including
image schemas

|

SEMANTIC STRUCTURE
consists of ‘meaning’
units like lexical concepts

Figure 6.1 From embodiment to linguistic meaning

(the situations and events that language describes). Talmy argues that
schematic meaning is directly related to fundamental aspects of embodied cog-
nition, and can be divided into a number of distinct schematic systems, each
of which provides a distinct type of meaning that is closely associated with a
particular kind of embodied experience. Talmy’s work presents compelling
evidence from language that semantic structure reflects conceptual structure,
and that conceptual structure arises from embodied experience.

The reader should bear in mind that Johnson’s theory of image schemas and
Talmy’s work on the conceptual system represent two highly influential yet inde-
pendent lines of research within cognitive semantics. However, we treat them
together in this chapter because they relate to two of the most basic guiding prin-
ciples of cognitive semantics: (1) that conceptual structure reflects embodied
experience, which Johnson’s theory addresses; and (2) that semantic structure
reflects this conceptual structure, which Talmy’s theory addresses. The rela-
tionship between these areas of investigation is represented in Figure 6.1.

6.1 Image schemas

In this section we consider the theory of image schemas, which was first devel-
oped within cognitive semantics and has come to be highly influential in neigh-
bouring areas of study such as cognitive and developmental psychology. The
notion of an image schema is closely associated with the development of the
embodied cognition thesis, proposed by early researchers in cognitive seman-
tics, notably George Lakoft and Mark Johnson. One of the central questions
raised by Lakoff and Johnson in their (1980) book Metaphors We Live By can
be stated as follows: Where does the complexity associated with our conceptual
representation come from? The answer they offered was that this complexity
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is, in large measure, due to a tight correlation between the kinds of concepts
human beings are capable of forming and the nature of the physical bodies we
have. From this perspective, our embodiment is directly responsible for struc-
turing concepts. In this section, therefore, we address the idea central to the
thesis of embodied cognition: the image schema.

6.1.1 What is an image schema?

In his (1987) book The Body in the Mind, Mark Johnson proposed that embod-
ied experience gives rise to image schemas within the conceptual system. Image
schemas derive from sensory and perceptual experience as we interact with and
move about in the world. For example, given that humans walk upright, and
because we have a head at the top of our bodies and feet at the bottom, and given
the presence of gravity which attracts unsupported objects, the vertical axis of
the human body is functionally asymmetrical. This means that the vertical axis
is characterised by an up-down or top-bottom asymmetry: the top and bottom
parts of our bodies are different.

Cognitive semanticists argue that the asymmetry of the body’s vertical axis
is meaningful for us because of the way we interact with our environment. For
example, gravity ensures that unsupported objects fall to the ground; given the
asymmetry of the human vertical axis, we have to stoop to pick up fallen objects
and look in one direction (downwards) for fallen objects and in another
(upwards) for rising objects. In other words, our physiology ensures that our
vertical axis, which interacts with gravity, gives rise to meaning as a result of
how we interact with our environment.

According to Johnson, this aspect of our experience gives rise to an image
schema: the UP-DOWN schema. Moreover, as shown by the developmental
psychologist Jean Mandler, image schemas are emergent. This means that
because this experience is a function of our bodies and of our interaction in the
world, this type of experience arises in conjunction with our physical and psy-
chological development during early childhood. In other words, image schemas
are not claimed to be innate knowledge structures. For example, we know from
work in developmental psychology that in the early stages of development
infants learn to orient themselves in the physical world: they follow the motion
of moving objects with their eyes, and later reach out their hands intentionally
to grasp those moving objects and so on (Mandler 2004).

The term ‘image’ in ‘image schema’ is equivalent to the use of this term
in psychology, where imagistic experience relates to and derives from our
experience of the external world. Another term for this type of experience is
sensory experience, because it comes from sensory-perceptual mechanisms
that include, but are not restricted to, the visual system. Some of these sensory-
perceptual mechanisms are summarised in Table 6.1. It is therefore important
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Table 6.1 Some sensory-perceptual systems

System Sensory experience Physical location
Visual system Vision Eye, optic nerve
Haptic system Touch Beneath the skin
Auditory system Hearing Ear/auditory canal
Vestibular system Movement/balance Ear/auditory canal

to emphasise that although the term ‘image’ is restricted to visual perception in
everyday language, it has a broader application in psychology and in cognitive
linguistics, where it encompasses all types of sensory-perceptual experience.

Imagistic experience is contrasted with what psychologists call introspect-
ive experience: internal subjective experience such as feelings or emotions.
The term ‘schema’ in ‘image schema’ is also very important: it means that
image schemas are not rich or detailed concepts, but rather abstract concepts
consisting of patterns emerging from repeated instances of embodied experi-
ence. If we take a parallel example from language, words like thing or container
have rather more schematic meanings than words like pencil or teacup. This use
of the term ‘schema’ is therefore consistent with the range of ways in which the
term is used elsewhere in cognitive linguistics.

By way of illustration, the image schema CONTAINER results from our recur-
rent and ubiquitous experiences with containers as revealed by this extract
from Johnson’s (1987) book, which describes the start of an ordinary day:

You wake out of a deep sleep and peer out from beneath the covers into
your room. You gradually emerge out of your stupor, pull yourself ouz
from under the covers, climb 0 your robe, stretch out your limbs, and
walk in a daze out of the bedroom and into the bathroom. You look in
the mirror and see your face staring out at you. You reach into the medi-
cine cabinet, take out the toothpaste, squeeze out some toothpaste, put
the toothbrush iut0 your mouth, brush your teeth iz a hurry, and rinse
out your mouth. (Johnson 1987: 331; our italics differ from the original)

As this example reveals by the recurrent use of the expressions iz and out,
a great number of everyday objects and experiences are categorised as specific
instances of the schematic concept CONTAINER: not only obvious containers
like bathroom cabinets and toothpaste tubes or less obvious ‘containers’ like
bed-covers, clothing and rooms, but also states like sleep, stupor and daze.

6.1.2 Properties of image schemas

In this section, we further develop the notion of image schema by outlining
a number of properties associated with this aspect of the conceptual system.
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Image schemas are pre-conceptual in origin

According to Johnson, image schemas like the CONTAINER schema are directly
grounded in embodied experience: they relate to and derive from sensory
experience. This means that they are pre-conceptual in origin. Mandler
(2004) argues that they arise from sensory experiences in the early stages of
human development that precede the formation of concepts. However, once
the recurrent patterns of sensory information have been extracted and stored
as an image schema, sensory experience gives rise to a conceptual represen-
tation. This means that image schemas are concepts, but of a special kind:
they are the foundations of the conceptual system, because they are the first
concepts to emerge in the human mind, and precisely because they relate to
sensory-perceptual experience, they are particularly schematic. Sometimes it
is more difficult to grasp the idea of an image-schematic concept than it is to
grasp the idea of a very specific concept like CAT or BOOK. This is because
these specific concepts relate to ideas that we are aware of ‘knowing about’.
In contrast, image schemas are so fundamental to our way of thinking that
we are not consciously aware of them: we take our awareness of what it means
to be a physical being in a physical world very much for granted because
we acquire this knowledge so early in life, certainly before the emergence of
language.

An image schema can give rise to more specific concepts

As we have already seen, the concepts lexicalised by the prepositions iz, iz,
out, out of and out from in the passage cited above are all thought to relate to the
CONTAINER schema: an abstract image-schematic concept that underlies all
these much more specific lexical concepts. As we have seen in previous chap-
ters, a lexical concept is a concept specifically encoded and externalised by
a specific lexical form.

Of course, cognitive semanticists face the same problems that semanticists of
any theoretical persuasion face in attempting to describe linguistic meaning in
an economical and memorable way. There are a limited number of options avail-
able to us. Most semanticists, including cognitive semanticists, use words from
natural language to represent pre-linguistic elements of meaning. Our use of
words in small capitals to represent concepts is an example of this strategy. As
we have already mentioned, some semanticists use a formal metalanguage,
usually logic, to represent the meaning of larger units like sentences or propos-
itions. Cognitive linguists often attempt to support their formal representations
of meaning elements by using diagrams. Although concepts are labelled with
ordinary words, the advantage of a diagram is that it can represent a concept
independently of language.
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Figure 6.2 CONTAINER image schema

For example, the CONTAINER schema is diagrammed in Figure 6.2. This image
schema consists of the structural elements interior, boundary and exterior: these
are the minimum requirements for a CONTAINER (Lakoft 1987). The landmark
(LM), represented by the circle, consists of two structural elements, the
interior — the area within the boundary — and the boundary itself. The exterior
is the area outside the landmark, contained within the square. The container is
represented as the landmark because the boundary and the exterior together
possess sufficient Gestalt properties (e.g. closure and continuity) to make it the
figure, while the exterior is the ground (recall our discussion of Gestalt prin-
ciples in Chapter 3).

Of course, the reason why this diagram does not resemble any specific type
of container (like a teacup, a house or a bad mood) is precisely because of its
schematic meaning. The idea behind this type of diagram is that it ‘boils down’
the image-schematic meaning to its bare essence, representing only those prop-
erties that are shared by all instances of the conceptual category CONTAINER.

Although Figure 6.2 represents the basic CONTAINER schema, there are
anumber of other image schemas that are related to this schema which give rise
to distinct concepts related to containment. For instance, let’s consider just two
variants of the CONTAINER schema lexicalised by out. These image schemas are
diagrammed in Figures 6.3 and 6.4, and are illustrated with linguistic exam-
ples. The diagram in Figure 6.3 corresponds to example (1). The trajector
(TR) John, which is the entity that undergoes motion, moves from a position
inside the LM to occupy a location outside the LM. The terms “T'R’ and ‘LM’
are closely related to the notions of figure and reference object or ground that
we discussed in Chapter 3. The terms “I'R’ and ‘LM’ derive from the work of
Langacker (e.g. 1987), and have been widely employed in cognitive semantics
by scholars including Lakoff and Johnson, among others.

(1) John went out of the room. ouTl
The image schema in Figure 6.4 corresponds to example (2). In this example,

the meaning of out is ‘reflexive’, which is a technical way of saying that some-
thing refers to itself: we could paraphrase example (2), albeit redundantly, as
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TR

Figure 6.3 Image schema for ouTl

Figure 6.4 Image-schema for ouT2

The honey spread itself out. In other words, liquid substances like &oney, because
of their physical properties, can simultaneously be the LM and the TR. The
LLM is the original area occupied by the honey, while the honey is also the TR
because it spreads beyond the boundary of its original location.

(2) The honey spread out. 0UT2

The image schemas shown in Figures 6.3 and 6.4 represent two concepts
that are more specific and detailed than the image schema diagrammed in
Figure 6.2, because they involve motion as well as containment. This shows
that image schemas can possess varying degrees of schematicity, where more
specific image schemas arise from more fundamental or schematic ones.

Image schemas derive from interaction with and observation of the world

As we have seen, because image schemas derive from embodied experience,
they derive from the way in which we interact with the world. To illustrate this
idea, consider the image schema for FORCE. This image schema arises from our
experience of acting upon other entities, or being acted upon by other entities,
resulting in the transfer of motion energy. Johnson illustrates the inter-
actional derivation of this image schema (in other words, how it arises from
experience) as follows:

[Florce is always experienced through interaction. We become aware
of force as it affects us or some object in our perceptual field. When
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you enter an unfamiliar dark room and bump into the edge of the table,
you are experiencing the interactional character of force. When you eat
too much the ingested food presses outwards on your taughtly
stretched stomach. There is no schema for force that does not involve
interaction or potential interaction. (Johnson 1987: 43).

The idea of FORCE is also central to Talmy’s theory of conceptual structure, as
we will see later in the chapter (section 6.2.2).

Image schemas are inherently meaningful

Because image schemas derive from interaction with the world, they are inher-
ently meaningful. Embodied experience is inherently meaningful in the sense
that embodied experiences have predictable consequences. Let’s illustrate this
point with another example. Imagine a cup of coffee in your hand. If you move
the cup slowly up and down, or from side to side, you expect the coffee to move
with it. This is because a consequence of containment, given that it is defined
by boundaries, is that it constrains the location of any entity within these
boundaries. In other words, the cup exerts force-dynamic control over the
coffee. Of course, this seems rather obvious, but this kind of knowledge, which
we take for granted, is acquired as a consequence of our interaction with our
physical environment. For example, walking across a room holding a cup of
coffee without spilling it actually involves highly sophisticated motor control
that we also acquire from experience: we would be unlikely to ask a two-year-
old to perform the same task. This experience gives rise to knowledge struc-
tures that enable us to make predictions: if we tip the coffee cup upside-down,
the coffee will pour out.

The force-dynamic properties just described for the CONTAINER schema also
show up in linguistic meaning, as illustrated by the meaning of the preposition
in. Consider the diagram in Figure 6.5, drawn from the work of Claude
Vandeloise (1994).

Vandeloise observes that the image depicted in Figure 6.5 could either repre-
sent a bottle or a lightbulb. Observe from example (3) that we can use the prepos-
ition in to describe the relation between the lightbulb (TR) and the socket (LM).

Figure 6.5 A bottle or a lightbulb? (Adapted from Vandeloise 1994)
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(3) The bulb is in the socket.

In contrast, we cannot use the preposition iz to describe the relation between
a bottle and its cap, as example (4) shows. (The symbol preceding this example
indicates that the sentence is semantically ‘odd’.)

(4) The bottle is in the cap

Vandeloise points out that the spatial relation holding between the TR and LM
in each of these sentences is identical, and yet while (3) is a perfectly accept-
able sentence, (4) is semantically odd. Vandeloise suggests that it is not the
spatial relation holding between the TR and LM that accounts for the accept-
ability or otherwise of /n. He argues that the relevant factor is one of force-
dynamics: ‘(W hile the socket exerts a force on the bulb and determines its
position, the opposite occurs with the cap and the bottle’ (Vandeloise 1994:
173). In other words, not only is the position and the successful function of the
bulb contingent on being iz (contained by) the socket, but the socket also pre-
vents the bulb from succumbing to the force of gravity and falling to the
ground. In contrast, the position and successful function of the bottle is not
contingent on being iz the cap. This suggests that our knowledge of the func-
tional consequences associated with the CONTAINER image schema affects the
contextual acceptability of a preposition like in.

Image schemas are analogue representations

Image schemas are analogue representations deriving from experience. In this
context, the term ‘analogue’ means image schemas take a form in the conceptual
system that mirrors the sensory experience being represented. In other words,
although we can try to describe image schemas using words and pictures, they are
not represented in the mind in these kinds of symbolic forms. Instead, image-
schematic concepts are represented in the mind in terms of holistic sensory expe-
riences, rather like the memory of a physical experience. Let’s illustrate this idea
with an analogy: learning to drive a car properly cannot simply be achieved by
reading a driving manual, or even by listening to a driving instructor explain the
‘rules’ of driving. At best, these provide very rough clues. Instead, we have to
‘learn’ how it ‘feels’ to drive a car by experiencing it at first hand. This learning
is a complex process, during which we master an array of interrelated sensori-
motor routines. Because image schemas derive from sensory experience, they are
represented as summaries of perceptual states which are recorded in memory.
However, what makes them conceptual rather than purely perceptual in nature
is that they give rise to concepts that are consciously accessible (Mandler 2004).
In other words, image schemas structure (more complex) lexical concepts.

184



EMBODIMENT AND CONCEPTUAL STRUCTURE

A B
L

v

Figure 6.6 The PATH image schema

Image schemas can be internally complex

Image schemas are often, perhaps typically, comprised of more complex aspects
that can be analysed separately. For example, the CONTAINER schema is a concept
that consists of interior, boundary and exterior elements. Another example of
a complex image schema is the SOURCE-PATH-GOAL or simply PATH schema, rep-
resented in Figure 6.6. Because a path is a means of moving from one location
to another, it consists of a starting point or SOURCE, a destination or GOAL and
a series of contiguous locations in between which relate the source and goal. Like
all complex image schemas, the PATH schema constitutes an experiential
Gestalt: it has internal structure but emerges as a coherent whole.

One consequence of internal complexity is that different components of the
PATH schema can be referred to. This is illustrated in example (5), where the
relevant linguistic units are bracketed. In each of these examples, different
components of the path are profiled by the use of different lexical items.

(5) a. SOURCE
John left [England].
b. GOAL
John travelled [to France].
C. SOURCE-GOAL
John travelled [from England] [to France].
d. PATH-GOAL
John travelled [through the Chunnel] [to France].
€. SOURCE-PATH-GOAL
John travelled [from England] [through the Chunnel] [to France].

Image schemas are not the same as mental images

Close your eyes and imagine the face of your mother or father, child or close
friend. This is a mental image, relatively rich in detail. Image schemas are not
the same as mental images. Mental images are detailed and result from an
effortful and partly conscious cognitive process that involves recalling visual
memory. Image schemas are schematic and therefore more abstract in nature,
emerging from ongoing embodied experience. This means that you can’t close
your eyes and ‘think up’ an image schema in the same way that you can ‘think
up’ the sight of someone’s face or the feeling of a particular object in your hand.
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Image schemas are multi-modal

One of the reasons why we are not able to close our eyes and ‘think up’ an image
schema is because image schemas derive from experiences across different
modalities (different types of sensory experience) and hence are not specific to
a particular sense. In other words, image schemas are buried ‘deeper’ within
the cognitive system, being abstract patterns arising from a vast range of per-
ceptual experiences and as such are not available to conscious introspection.
For instance, blind people have access to image schemas for CONTAINERS, PATHS
and so on precisely because the kinds of experiences that give rise to these
image schemas rely on a range of sensory-perceptual experiences in addition
to vision, including hearing, touch and our experience of movement and
balance, to name but a few.

Image schemas are subject to transformations

Because image schemas arise from embodied experience, which is ongoing,
they can undergo transformations from one image schema into another. In
order to get a sense of what this means, consider the following example from
Lakoft (1987):

Imagine a herd of cows up close — close enough to pick out the indi-
vidual cows. Now imagine yourself moving back until you can no
longer pick out individual cows. What you perceive is a mass. There is
a point at which you cease making out individuals and start perceiving
a mass. (Lakoff 1987: 428)

According to Lakoff, perceptual experiences of this kind mediate a transform-
ation between the COUNT image schema, which relates to a grouping of indi-
vidual entities that can be individuated and counted, and the MASS image
schema, which relates to an entity that is perceived as internally homogenous.
The COUNT and MASS schemas are reflected in the grammatical behaviour of
nouns, relating to the distinction between count and mass nouns. Count but
not mass nouns can be determined by the indefinite article:

(6) a. He gave me a pen/crayon/ruler/glass of water.
b. *He gave me a sand/money/gold

However, count nouns can be transformed into mass nouns and vice versa, pro-
viding linguistic evidence for the count-mass image-schematic transformation.
If a count noun, like fomato in example (7), is conceived as a mass, it takes on
the grammatical properties of a mass noun, as shown in (8).
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(7) Count noun
a. I have a tomato.
b. *I have tomato

(8) Mass noun
a. After my fall there was tomato all over my face.
b. *After my fall there was a tomato all over my face

In essence, the grammatical transformation from count to mass, which Talmy
(2000) calls debounding, and the transformation from mass to count, which
he calls excerpting, is held to be motivated by an image-schematic transform-
ation that underpins our ability to grammatically encode entities in terms of
count or mass. As we will see, this distinction is also important in Lakoff’s
theory of word meaning, which we examine in Chapter 10.

Image schemas can occur in clusters

Image schemas can occur in clusters or networks of related image schemas.
To illustrate this, consider again the FORCE schema, which actually consists of
a series of related schemas. Force schemas share a number of properties (pro-
posed by Johnson 1987) which are summarised in Table 6.2.

Johnson identifies no fewer than seven force schemas that share the proper-
ties detailed in Table 6.2. These schemas are shown in Figures 6.7 to 6.13 (after
Johnson 1987: 45-8). The small dark circle represents the source of the force,
while the square represents an obstruction of some kind. An unbroken arrow
represents the force vector (the course taken by the force), while a broken arrow
represents a potential force vector.

The first FORCE schema is the COMPULSION schema (Figure 6.7). This
emerges from the experience of being moved by an external force, for example
being pushed along helplessly in a large dense crowd, being blown along in
a very strong wind and so on.

The second force-related image schema is the BLOCKAGE schema (Figure 6.8).
This image schema derives from encounters in which obstacles resist force, for
example when a car crashes into an obstacle like a tree.

Table 6.2 Shared characteristics of FORCE schemas

Force schemas are always experienced through interaction

Force schemas involve a force vector, i.e. a directionality

Force schemas typically involve a single path of motion

Force schemas have sources for the force and targets that are acted upon

Forces involve degrees of intensity

Forces involve a chain of causality, a consequence of having a source, target, force vector
and path of motion, e.g. a child throwing a ball at a coconut
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Figure 6.7 The COMPULSION image schema
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Figure 6.8 The BLOCKAGE image schema
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Figure 6.9 The COUNTERFORCE image schema

Figure 6.10 The DIVERSION image schema

The third force-related image schema is the CONTERFORCE schema (Figure
6.9). This derives from the experience of two entities meeting with equal force,
like when we bump into someone in the street. F| and F, represent the two
counterforces.

The fourth force-related image schema is the DIVERSION schema (Figure
6.10). This occurs when one entity in motion meets another entity and this
results in diversion. Examples include a swimmer swimming against a strong
current so that she is gradually pushed along the shoreline, or the ricochet of a
bullet.

The fifth force-related image schema is the REMOVAL OF RESTRAINT schema
(Figure 6.11). This captures a situation in which an obstruction to force is
removed, allowing the energy to be released. This describes a situation like
leaning on a door that suddenly opens.

The sixth force-related image schema is the ENABLEMENT schema
(Figure 6.12). This image schema derives from our sense of potential energy,
or lack of it, in relation to the performance of a specific task. While most people
who are fit and well feel able to pick up a bag of grocery shopping, for example,
few people feel able to lift up a car. It is important to observe that while this
image schema does not involve an actual force vector, it does involve a poten-
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Figure 6.11 The REMOVAL OF RESTRAINT image schema
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Figure 6.12 The ENABLEMENT image schema
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Figure 6.13 The ATTRACTION image schema

tial force vector. According to Johnson, it is this property that marks the
ENABLEMENT schema as a distinct image schema.

Finally, the ATTRACTION schema (Figure 6.13) derives from experiences in
which one entity is drawn towards another entity due to the force exerted upon
it. Examples include magnets, vacuum cleaners and gravity.

6.1.3 Image schemas and linguistic meaning

As we have begun to see in our discussions of the preposition iz (recall examples
(3)—(4)) and the distinction between count and mass nouns (recall examples
(6)—(8)), image schemas can serve as the conceptual representation that under-
pins lexical items. In this section, we briefly examine the relationship between
the FORCE schemas we have just considered and the English modal auxiliary
verbs (e.g. must, may, can). Johnson suggests that certain FORCE schemas under-
lie the basic or root meanings of these verbs: these meanings relate to socio-
physical experience, as illustrated in the following sentences:

(9) a. You must move your foot or the car will crush it.
[physical necessity]
b. You may now kiss the bride.
[no parental, social or institutional barrier now prevents the bride
from being kissed by the groom |
c. John can throw a javelin over 20 metres.
[he is physically capable of doing this]

Johnson argues that the root meaning of must (physical necessity) derives from
the COMPULSION schema, while the root meaning of may (permission) to relates
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to the REMOVAL OF RESTRAINT schema and the root meaning of can (physical
capacity) derives from the ENABLEMENT schema. Thus his claim is that the
meanings associated with the modal verbs have an image-schematic basis which
arises from embodied experience.

6.1.4 A provisional list of image schemas

To consolidate the discussion of image schemas presented in this section, we
provide in Table 6.3 a list of image schemas compiled from Cienki (1998), Gibbs
and Colston (1995), Johnson (1987), Lakoff (1987) and Lakoff and Turner
(1989). While far from exhaustive, this list provides an idea of the range of image
schemas that have been proposed so far in the literature. Following suggestions
by Clausner and Croft (1999), we group the image schemas according to the
nature of their experiential grounding, although our listing is arranged slightly
differently.

6.1.5 Image schemas and abstract thought

One of the most striking claims made by cognitive semanticists is that abstract
thought has a bodily basis. In their influential research on conceptual
metaphors, George Lakoff and Mark Johnson (1980) have argued that con-
ceptual structure is in part organised in terms of a metaphor system, which
is characterised by related sets of conventional associations or mappings
between concrete and abstract domains. A domain i Conceptual Metaphor
Theory is a body of knowledge that organises related concepts. The import-
ance of image schemas is that they can provide the concrete basis for
these metaphoric mappings. We have seen some examples like this in earlier

Table 6.3 A partial list of image schemas

SPACE UP-DOWN, FRONT-BACK, LEFT-RIGHT, NEAR-FAR,
CENTRE-PERIPHERY, CONTACT, STRAIGHT, VERTICALITY

CONTAINMENT CONTAINER, IN-OUT, SURFACE, FULL-EMPTY, CONTENT

LOCOMOTION MOMENTUM, SOURCE-PATH-GOAL

BALANCE AXTS BALANCE, TWIN-PAN BALANCE, POINT BALANCE,
EQUILIBRIUM

FORCE COMPULSION, BLOCKAGE, COUNTERFORCE, DIVERSION,
REMOVAL OF RESTRAINT, ENABLEMENT, ATTRACTION,
RESISTANCE

UNITY/MULTIPLICITY MERGING, COLLECTION, SPLITTING, ITERATION, PART-
WHOLE, COUNT-MASS, LINK(AGE)

IDENTITY MATCHING, SUPERIMPOSITION

EXISTENCE REMOVAL, BOUNDED SPACE, CYCLE, OBJECT, PROCESS
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chapters: for example, recall our discussion in Chapter 5 of the conceptual
metaphor STATES ARE CONTAINERS. Let’s consider one more example.

Consider the image schema OBJECT. This image schema is based on our
everyday interaction with concrete objects like desks, chairs, tables, cars and so
on. The image schema is a schematic representation emerging from embodied
experience, which generalises over what is common to objects: for example,
that they have physical attributes such as colour, weight and shape, that they
occupy a particular bounded region of space, and so forth. This image schema
can be ‘mapped onto’ an abstract entity like ‘inflation’, which lacks these phys-
ical properties. The consequence of this metaphoric mapping is that we now
understand an abstract entity like ‘inflation’ in terms of a physical object. This
is illustrated by the examples in (10).

(10) a. If there’s much more inflation we’ll never survive.
b. Inflation is giving the government a headache.
c. Inflation makes me sick.
d. Lowering interest rates may help to reduce the effects of inflation.

Notice that it is only by understanding ‘inflation’ in terms of something with
physical attributes that we can quantify it and talk about its effects. Thus image
schemas which relate to and derive ultimately from pre-conceptual embodied
experience can serve to structure more abstract entities such as inflation. We
return to a detailed investigation of conceptual metaphor in Chapter 9.

6.2 Conceptual structure

In this section, we explore the thesis that semantic structure encodes and
externalises conceptual structure. As we explained in the introduction to this
chapter, this issue follows on from our investigation of the embodied cognition
thesis: once we have uncovered evidence for the idea that embodied experience
determines and delimits the range and nature of concepts that can be repre-
sented, we can then examine how these concepts are encoded and externalised
in language. We do this by looking at how the language system provides meaning
based on concepts derived from embodiment.

As we also mentioned in the introduction to this chapter, Talmy has argued
that one of the ways that language reflects conceptual representation is by pro-
viding structural meaning, also known as schematic meaning. This kind
of meaning relates to structural properties of referents (the entities that
language describes) and scenes (the situations that these entities are involved
in). Talmy also argues that this schematic meaning is directly related to funda-
mental aspects of embodiment.
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6.2.1 Semantic structure

Linguistic expressions refer to entities or describe situations or scenes. Entities
and scenes can be relatively concrete objects or events, or they can relate to more
subjective experiences, such as feeling remorse or joy or experiencing unre-
quited love. According to Talmy, the way language conveys entities and scenes
is by reflecting or encoding the language user’s Cognitive Representation
(CR) or conceptual system. In other words, although the conceptual system is
not open to direct investigation, the properties of language allow us to recon-
struct the properties of the conceptual system and to build a model of that
system that, among other things, explains the observable properties of language.
Talmy suggests that the CR, as manifested in language, is made up of two
systems, each of which brings equally important but very different dimensions
to the scene that they construct together. These systems are the conceptual
structuring system and the conceptual content system. While the con-
ceptual structuring system, as its name suggests, provides the structure, skel-
eton or ‘scaffolding’ for a given scene, the content system provides the majority
of rich substantive detail. It follows from this view that the meaning associated
with the conceptual structuring system is highly schematic in nature, while the
meaning associated with the conceptual content system is rich and highly
detailed. This distinction is captured in Figure 6.14.

Itis important to emphasise that the system represented in Figure 6.14 relates
to the conceptual system as it is encoded in semantic structure. In other words,
semantic structure represents the conventional means of encoding conceptual
structure for expression in language. The bifurcation shown in Figure 6.14
reflects the way language conventionally encodes the conceptual structure that
humans externalise in language. Nevertheless, we reiterate a point here that we
made in Chapter 5: while lexical concepts are conceptual in nature, in the sense

COGNITIVE REPRESENTATION

CONCEPTUAL CONCEPTUAL CONTENT
STRUCTURING SYSTEM SYSTEM
delineates structural properties provides rich contentful detail of a
of a given scene particular scene

Figure 6.14 The bifurcation in the cognitive representation (CR)
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that they prompt for conceptual structures of various kinds, the range of lexical
concepts conventionally encoded in language must represent only a small frac-
tion of the range and complexity of conceptual structure in the mind of any given
human being. Indeed, as we will see in various chapters throughout Part II of the
book, the range of concepts available in the conceptual system and the meaning
potential associated with these concepts is vast. This means that while semantic
structure must, to some extent at least, reflect conceptual structure, and while
semantic structure can be thought of as a subset of conceptual structure —
a system of lexical concepts specialised for expression in language — the rela-
tionship between conceptual structure and semantic structure is nevertheless
complex and indirect. (As we will see later in this part of the book, the concep-
tual structure associated with linguistic units such as words are prompts for
complex processes of conceptualisation, what Gilles Fauconnier refers to as
backstage cognition.)

Given the hypothesis that semantic structure reflects conceptual structure,
the system of semantic structure is also divided into two subsystems, reflecting
the bifurcation in the CR. These two systems are the open-class semantic
system and the closed-class semantic system that have already been intro-
duced in previous chapters. These semantic subsystems correspond to the
formal distinction between open-class elements (for example, nouns like
man, cat, table, verbs like kick, run, eat, and adjectives like happy, sad) and
closed-class elements (idioms like kick the bucket, grammatical patterns like
declarative or interrogative constructions, grammatical relations like subject or
object, word classes like the category verb, grammatical words like iz or the, and
bound morphemes like -er in singer).

As we have seen, the crucial difference between open-class and closed-class
semantics is that while open-class semantics provides rich content, closed-class
semantics contributes primarily to the structural content. However, a caveat is
in order here. Given the view within cognitive linguistics that meaning and
grammar cannot be divorced, the division of semantic structure into two sub-
systems sets up a somewhat artificial boundary (as we will see in Part III of the
book). After all, free morphemes like prepositions (i, on, under and so on)
which belong to the closed-class system exhibit relatively rich meaning distinc-
tions. Therefore the distinction between the closed-class and open-class seman-
tic subsystems might be more insightfully viewed in terms of distinct points on
a continuum rather than in terms of a clear dividing line. We will elaborate this
position in Part III by presenting the arguments put forward by cognitive gram-
marian Ronald Langacker, who suggests that while there is no principled dis-
tinction between the lexicon and the grammar, there are nevertheless
qualitatively distinct kinds of phenomena that can be identified at the two ends
of the continuum. The idea of a lexicon-grammar continuum is represented in
Figure 6.15. We might place a lexical concept like FLUFFY at the open-class end,
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<+— Open-class elements Closed-class elements —»

Figure 6.15 The lexicon—grammar continuum

and the concept PAST relating to a grammatical morpheme like ¢4 at the closed-
class end, while the lexical concept relating to iz might be somewhere in the
middle of the continuum.

Talmy’s research has examined the way in which both the open-class and
closed-class semantic systems encode the CR. However, he has been primarily
concerned with elaborating the semantics of the closed-class subsystem, the
part of semantic structure that is at the grammar ‘end’ of the continuum shown
in Figure 6.15. We defer a detailed presentation of this aspect of Talmy’s theory
until Part III of the book which explicitly focuses on grammar (Chapter 15).
However, Talmy’s work is important for our investigation of cognitive seman-
tics for at least two reasons: (1) Talmy’s theory illustrates that the closed-class
or grammatical subsystem is meaningful (albeit schematic); (2) Talmy’s findings
suggest that the grammatical subsystem encodes meaning that relates to key
aspects of embodied experience, such as the way SPACE and TIME are configured
in language, and the way that the closed-class system encodes experiential
meaning arising from phenomena such as attention, perspective and force-
dynamics. For these reasons, Talmy’s research both illustrates and supports the
position adopted in cognitive semantics that semantic structure reflects con-
ceptual structure which in turn reflects embodied experience. We turn next to
Talmy’s proposals concerning the schematic systems that comprise the CR.

6.2.2 Schematic systems

According to Talmy the conceptual structuring system is based upon a limited
number of large-scale schematic systems. These provide the basic organisa-
tion of the CR upon which the rich content meaning encoded by open-class
elements can be organised and supported. The basic architecture of these
schematic systems has been described in a series of highly influential papers by
Leonard Talmy, which are collected in his two-volume set Toward a Cognitive
Semantics (2000).

Talmy proposes that various schematic systems collaborate to structure
a scene that is expressed via language. Each schematic system contributes
different structural aspects of the scene, resulting in the overall delineation of
the scene’s skeletal framework. There are four key schematic systems identi-
fied by Talmy: (1) the ‘Configurational System’; (2) the ‘Perspectival
System’; (3) the ‘Attentional System’; and (d) the ‘Force-Dynamics
System’ (see Figure 6.16). We provide a brief overview of each of these
systems in turn.
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Conceptual structuring
system

Configurational Perspectival Attentional Force-Dynamic
system system system system

Figure 6.16 The key schematic systems within the ‘Conceptual Structuring System’

Point Bounded extent Unbounded extent
) ——— o —————
speck ladder river

Figure 6.17 Degree of extension for matter (adapted from Talmy 2000: 61)

The ‘Configurational System’

The ‘Configurational System’ structures the temporal and spatial properties
associated with a scene, such as the division of a scene into parts and partici-
pants. Schematic systems like the ‘Configurational System’ can be further
divided into schematic categories. In order to see how both the open-class
and closed-class semantic systems encode configurational structure, we will
consider one example of a schematic category within this system: the category
degree of extension. Degree of extension relates to the degree to which
matter (space) or action (time) are extended. Consider the open-class words
speck, ladder and river, which exemplify this category as it relates to matter. The
degree of extension of each of these is illustrated in Figure 6.17.

Lexical items like these include in their semantic specification information
relating to degree of extension. For example, part of the meaning of river is
schematic, relating to the degree of extension associated with rivers. The rich
encyclopaedic meaning associated with the lexical item river relates to its spe-
cific properties as an entity involving water, which occupies a channel of
certain dimensions, and which flows under the force of gravity from higher
ground sometimes over many miles to the sea, and so on. In contrast to this
rich and detailed specific meaning, its schematic meaning concerns the
degree of extension associated with this entity. The schematic category
‘degree of extension’ has three values: a point, a bounded extent or an
unbounded extent. Rivers are typically unbounded within the perceptual
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field of a human experiencer. In other words, while we may know from
looking at maps that rivers have beginnings and ends and are thus bounded,
our ‘real’ experience of rivers is usually that they are unbounded because we
cannot see the beginning and end.

The examples in (11)—(13) relate to action rather than matter, and employ
closed-class elements in order to specify the degree of extension involved.
(Note that ‘NP’ stands for noun phrase; the relevant NP is bracketed.)

(11) Point at + NPpOim_of_time
The train passed through at [noon].

(12) Bounded extent m+NP_
She went through the training circuit in [five minutes flat].

(13) Unbounded extent ‘keep -ing’ + ‘-er and -er’
The plane kept going higher and higher.

As these examples illustrate, some closed-class elements encode a particular
degree of extension. For instance, in (11) the preposition af together with an
NP that encodes a temporal point encodes a point-like degree of extension.
The NP does not achieve this meaning by itself: if we substitute a different
preposition, a construction containing the same NP zoon can encode a bounded
extent (e.g. The train arrives between noon and I pm). The punctual nature of the
temporal experience in example (11) forms part of the conceptual structuring
system and is conveyed in this example by the closed-class system. The nature
of the punctual event, that is the passage of a train through a station rather
than, say, the flight of a flock of birds overhead, relates to the conceptual
content system.

In the example in (12), the preposition iz together with an NP that encodes
a bounded extent encodes a bounded degree of extension. In (13) the closed-
class elements keep -ing + -er and -er encodes an unbounded degree of exten-
sion. Each of these closed-class constructions provides a grammatical ‘skeleton’
specialised for encoding a particular value within the schematic category
‘degree of extension’. The conceptual content system can add dramatically
different content meaning to this frame (e.g. keep singing louder and louder; keep
swimming faster and faster; keep getting weaker and weaker), but the schematic
meaning contributed by the structuring system remains constant (in all these
examples, time has an unbounded degree of extension).

The ‘Perspectival System’

In contrast to the ‘Configurational System’ which partitions a scene into
actions and participants with certain properties, the ‘Perspectival System’

196



EMBODIMENT AND CONCEPTUAL STRUCTURE

specifies the perspective from which one ‘views’ a scene. This system includes
schematic categories that relate to the spatial or temporal perspective point
from which a scene is viewed, the distance of the perspective point from the
entity viewed, the change of perspective point over time and so on. To illus-
trate this system, we will consider one schematic category subsumed by this
system, namely perspectival location (traditionally called deixis). This
relates to the position of a perspective point or deictic centre from which
a scene is ‘viewed’. In intuitive terms, the deictic centre corresponds to the
‘narrator’, from whose perspective you can imagine the scene being described.
In spoken language, the ‘narrator’ is the speaker. In each of the following two
examples, the perspective point from which the scene is described is different.
In (14), the perspective point is located inside the room, while in (15) the per-
spective point is located outside the room.

(14) Interior perspective point
The door slowly opened and two men walked in.

(15) Exterior perspective point
Two men slowly opened the door and walked in.

(Talmy 2000: 69)

Examples like these raise the following question: how do we know where the
perspective point is located? After all, there does not appear to be anything in
these sentences that explicitly tells us where it is. However, it is not the case that
there is no explicit encoding that conveys the perspective point. It is simply that
the perspective point is encoded by the grammatical or closed-class system:
here, by the grammatical construction of the sentence. In example (14), the
subject of the sentence is the door, which is the THEME: a passive entity whose
location or state is described. In this example, open is an intransitive verb: it
requires no object. In example (15), the subject of the sentence is two men, which
is the AGENT: the entity that intentionally performs the action of opening the
door. In this example, open is transitive (it requires an object: the door).

Why does changing the grammatical structure of the sentence, and thus the
subject, affect our understanding of the perspective point? The reason is that
what comes first in the sentence (the subject) corresponds to what is viewed
first by the speaker/narrator, and this provides us with clues for reconstruct-
ing the perspective point. In the first clause of example (14), the initiator(s) of
the action are not mentioned, so we deduce that the initiators of the action are
not visible. From this we conclude that the perspective point must be inside the
room. In example (15) the initiators of the event are mentioned first, so we
deduce that the perspective point is exterior to the room. The way in which
grammatical organisation mirrors experience is called iconicity. This features
prominently in explanations offered by functional typologists (see Croft 2002),
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and has also influenced the cognitive semantics framework. These examples
illustrate that the grammatical organisation of the sentence provides schematic
information that enables us to determine where the perspective point is
located.

The ‘Attentional System’

This system specifies how the speaker intends the hearer to direct his or her
attention towards the entities that participate in a particular scene. For
instance, this system can direct attention to just one part of a scene. By way of
illustration, consider the pattern of distributing attention that is called the
windowing of attention:

(16) a. Initial and final windowing
The crate fell out of the plane into the ocean.
b. Initial, medial and final windowing
The crate fell out of the plane, through the air and into the sea.

The examples in (16) relate to path windowing. Path windowing is a way of
focusing attention on a particular subpart of a path of motion. Consider the
path of motion represented in Figure 6.18, where the line between point A and
point B represents the path of motion followed by a crate that falls from an air-
borne plane travelling over water. Point A represents the initial location of the
crate, the line represents the trajectory of descent and point B represents the
final location of the crate once it hits the water.

Path windowing allows language users to window (focus attention on) sub-
parts of the trajectory associated with the motion of an object. In principle,
windowing can operate over the initial portion of the path, the medial portion
or the final portion. The examples in (17) illustrate some more of the ways in
which language can encode the windowing of attention. Recall from our dis-
cussion of example (5) that it is the internal complexity of the PATH image

Figure 6.18 The path associated with an object falling out of a plane
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schema that enables attention to be focused on distinct subparts of the path of
motion. The initial, medial and final windows therefore correspond to the
SOURCE, PATH and GOAL of the image schema, respectively.

(17) a. Medial and final windowing
The crate fell [through the air] and [into the ocean].
b. Initial windowing
The crate fell [out of the plane].
c¢. Medial windowing
The crate fell [through the air].
d. Final windowing
The crate fell [into the ocean].

The ‘Force-Dynamics System’

Talmy argues that this system, as it is manifested in semantic structure, relates
to the way in which objects are conceived relative to the exertion of force. It is
worth pointing out that while the other schematic systems we have discussed
so far relate primarily to information derived from visual perception, the
‘Force-Dynamics System’ derives from kinaesthesia (our bodily experience
of muscular effort or motion) and somesthesia (our bodily experience of sen-
sations such as pressure and pain). To illustrate this system and the linguistic
devices that give rise to force-dynamics distinctions, consider the following
examples drawn or adapted from Talmy (2000: 412).

(18) Physical force
a. The ball was rolling along the beach
b. The ball kept rolling along the beach

The examples in (18) highlight a contrast in physical force. The expression
in (18a) depicts a scene that is neutral with respect to force, in the sense that,
while encyclopaedic knowledge tells us that something or someone must have
caused the motion of the ball, the sentence does not refer to this knowledge. In
contrast, the use of the keep V-ing construction in (18b) conveys a scene in
which we understand that the ball’s natural tendency towards rest is overcome
by some external force, perhaps the wind, which ensures that the ball remains
in a state of motion. Again, the only difference between these two examples is
in the grammatical constructions: specifically, the auxiliary verb be versus the
quasi-auxiliary keep, together with the progressive participle V-ing. According
to Talmy, FORCE forms part of the conceptual structure associated with our CR,
the ‘Force-Dynamics System’, and can be encoded via closed-class elements
like grammatical constructions.
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The ‘Force-Dynamics System’ does not just relate to physical force, but can
also relate to ‘psychological’ force. Consider example (19).

(19) Psychological force
a. He didn’t close the door.
b. He refrained from closing the door.

In this example, the contrast is between an AGENT’s non-action, as in (19a), and
the AGENT’s resistance of the urge to act, as in (19b). In other words, the con-
struction not VP in (19a) is, like (19a), neutral with respect to force. In contrast,
the construction refrain from VPing encodes a force-dynamics conflict internal
to the agent.

Finally, consider example (20), which illustrates social force.

(20) Social force
a. She’s got to go to the park.
b. She gets to go to the park.

The have (got) to VP construction in (20a) encodes a scene in which the
subject’s desire not to act is overcome by an external force so that she is forced
to act. Our encyclopaedic knowledge tells us that the force that obliges someone
to go to the park is likely to be of a social rather than a physical nature: this con-
struction therefore expresses obligation. The get to VP construction in (20b),
on the other hand, encodes a scene in which the subject’s desire to act is unim-
peded by any external inhibiting force so that she is able to act. This construc-
tion therefore expresses permission. Both scenes depict the same end result,
but the grammatical constructions encode different force-dynamics of a social
nature that lead to this result.

The discussion in this section has provided only the briefest introduction to a
number of extremely complex schematic systems proposed by Talmy, each of
which consists of a number of schematic categories. It is important to point out
that the systems described here do not, in all likelihood, represent an exhaust-
ive list of the subsystems that make up the conceptual structuring system, as
Talmy himself acknowledges. However, even this brief discussion reveals that
systematic patterns in language, both in the open-class and the closed-class
semantic systems, represent evidence for a conceptual system that structures
knowledge according to embodied experience. As this discussion indicates,
Talmy’s theory requires a significant grammatical vocabulary in order to be
fully understood. For this reason, we defer a more detailed investigation of this
model until Part III of the book (Chapter 15), where our focus is on cognitive
approaches to grammar.
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6.3 Summary

This chapter has explored two guiding principles of cognitive semantics:
(1) the thesis that conceptual structure derives from embodied experience,
and (2) the thesis that semantic structure reflects conceptual structure.
Conceptual structure is the cognitive system that represents and organises
experience in a form that can serve as the input for processes like reasoning and
expression in language. Semantic structure is the system wherein concepts are
conventionally encoded in a form in which they can be externalised by lan-
guage. The first part of the chapter focused on the relationship between
embodied experience and conceptual structure, and introduced the theory of
image schemas. Image schemas are relatively abstract representations that
derive from our everyday interaction with and observation of the world around
us. These experiences give rise to embodied representations that, in part,
underpin conceptual structure. The second part of the chapter addressed the
relationship between conceptual structure and semantic structure, and intro-
duced Talmy’s theory of the conceptual system. On the basis of evidence from
linguistic representation, conceptual structure can be divided into two systems,
the conceptual structuring system and the conceptual content system.
While the conceptual structuring system provides structural or schematic
information relating to a particular scene, the conceptual content system pro-
vides the rich content or detail. Talmy argues that the conceptual structuring
system can be divided into a number of schematic systems which together
serve to provide the structure or ‘scaffolding’ for the rich content provided by
the conceptual content system. Crucially, the nature of these schematic
systems relates to fundamental aspects of embodied sensory-perceptual experi-
ence, such as how referents and scenes encoded in language are structured, the
perspective taken with respect to such scenes, how attention is directed within
scenes and force-dynamics properties. In sum, both the open-class and closed-
class semantic systems reflect and encode fundamental aspects of embodied
experience, mediated by conceptual structure.

Further reading

Image schemas: theory and description

* Cienki (1998). An in-depth analysis of the single image schema
STRAIGHT, its experiential basis and its metaphoric extensions, with
data from English, Japanese and Russian.

* Hampe (forthcoming). This excellent collected volume constitutes
an up-to-date review by leading authors of the state of the art in image
schema research. Of particular importance are the papers by Grady,
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Johnson and Rohrer, and Zlatev, who develops the notion of what he
refers to as the ‘mimetic schema’.

* Johnson (1987). Mark Johnson’s book represents the original state-
ment on image schemas; now a classic.

* Lakoft' (1987). Lakoff discusses image schemas in the development of
his theory of cognitive models. See in particular his influential study
of over.

* Lakoff' (1990). Lakoff explores the thesis that metaphoric thought is
due to image schemas and their extensions to abstract domains.

Applications of image schema theory

* Gibbs and Colston (1995). This paper reviews findings from psy-
cholinguistics and cognitive and developmental psychology that
support the position that image schemas are psychologically real.

* Mandler (2004). Jean Mandler is a developmental psychologist. She
argues that image schemas may form the basis of early conceptual
development in infants.

* Turner (1996). Mark Turner, an influential figure in cognitive lin-
guistics, applies the notion of image schemas to literary and poetic
thought and language.

Schematic systems

* Talmy (2000). Chapter 1 of the first volume provides an influential
discussion of the Cognitive Respresentation system (CR), and how it
relates to the concept and content structuring systems and closed-class
and open-class semantics. This volume also collects together Talmy’s
influential papers on the schematic systems.

Exercises

6.1 Image schemas

A number of image schemas are listed below. We have seen that image schemas
derive from embodied experience. Make a list of the kinds of situations that are
likely to give rise to these image schemas and the sensory-perceptual modal-
ities to which these experiences relate (you may wish to consult Table 6.1). The
first example has been done for you.

(a) COMPULSION situations: being moved by external forces like wind,
water, physical objects and other people
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sensory-perceptual modalities: haptic system (touch,
pressure on skin); vestibular system (balance, orienta-
tion); kinaesthesia (awareness of motion, other-
initiated motion, inability to stop oneself from moving,
directionality of motion, and so on)

(b) CONTAINER

(c) MATERIAL OBJECT

(d) PROCESS

(e) CENTRE—PERIPHERY

(f) coNnTACT

(g) NEAR-FAR

(h) scALE

6.2 Image schemas and metaphor

Consider the following sentences. Identify the image schemas that serve as
source domains in these sentences.

(a) We need to weigh up the arguments.

(b) They’re in trouble.

(¢) The logic of her argument compelled me to change my mind.

(d) Interest rates have gone up again.

(e) The current rate of borrowing on credit will prove to be a heavy
burden for the nation.

6.3 Cognitive Representation

List the main differences between the conceptual structuring and conceptual
content systems. How are these systems reflected in language? Can you provide
some examples of your own to illustrate your answer?

6.4 Schematic category: degree of extension

In view of the discussion of the schematic category ‘degree of extension’, con-
sider the following examples. Identify the sentences that relate to point,
bounded extent and unbounded extent. Some of the sentences relate to matter
(SPACE) and action (TIME). Identify which is which. You may wish to refer to
Figure 6.17.

(a) When the sheep all died, we moved out of the farm.
(b) The house is (exactly) 10 metres away from the farm.
(¢) The sheep kept dying.

(d) The house seems to go on and on.
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(e) Iread that book twenty years ago.
(f) The house is 10 metres wide.

(g) The sheep all died in six weeks.
(h) She read the book in two days.

(1) She kept reading the book.

6.5 The intersection of schematic categories

Consider two new schematic categories that relate to the configurational
system: ‘plexity’ and ‘state of boundedness’. The category ‘plexity’ relates to the
division of matter or action into equal elements. In the domain of matter, plexity
relates to the grammatical category ‘number’ with its member notions ‘singu-
lar’ and ‘plural’. In the domain of action it relates to the traditional aspectual
distinction between ‘semelfactive’ and ‘iterative’ (the distinction between one
and more than one instance of a point-like event, respectively). This category
and its member notions of ‘uniplex’ and ‘multiplex’ are illustrated below:

Matter Action
Uniplex A bird flew in.  He sighed (once).
Multiplex  Birds flew in. He kept sighing.

Now consider the schematic category ‘state of boundedness’. This relates to
the categories count noun and mass noun, and to the distinction between per-
fective and imperfective verbs (these describe events that change through time
or remain constant through time, respectively). This category has two member
notions, ‘bounded’ and ‘unbounded’ as illustrated below:

Matter Action
Unbounded ~ Water makes up three- The Eiffel Tower
quarters of the planet. stands across from the
Trocadero.
Bounded We came across a small lake.  She kicked the ball.

These schematic categories intersect. For instance, the lexical item timber is
both unbounded (consisting of the set of all trees) and multiplex (consisting of
more than one element). Place the following lexical items in the appropriate
place in the table provided below:

(a) furniture  (e) (to) moult, e.g. The dog moulted
(b) (a) grove (H) (a) tree

(¢) (a)cat (g) (to) breathe

(d) (to) snore  (h) (a) family
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Uniplex

Multiplex

Bounded

Unbounded

Now consider the lexical item srees. Where would you place this? Did you have
any difficulties in deciding? What does this illustrate?
Finally, state which of the lexical items relates to matter and which to action.

Is there a distinction in terms of word class (‘part of speech’)?
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The encyclopaedic view of meaning

In this chapter we explore the thesis that meaning is encyclopaedic in nature.
This thesis, which we introduced in Chapter 5, is one of the central assump-
tions of cognitive semantics. The thesis has two parts associated with it. The
first part holds that semantic structure (the meaning associated with linguistic
units like words) provides access to a large inventory of structured knowledge
(the conceptual system). According to this view, word meaning cannot be
understood independently of the vast repository of encyclopaedic knowl-
edge to which it is linked. The second part of the thesis holds that this ency-
clopaedic knowledge is grounded in human interaction with others (social
experience) and the world around us (physical experience). We will look in
detail at the two parts of this thesis, and at the end of the chapter we also briefly
consider the view that encyclopaedic knowledge, accessed via language, pro-
vides simulations of perceptual experience. This relates to recent research in
cognitive psychology that suggests that knowledge is represented in the mind
as perceptual symbols.

In order to investigate the nature of encyclopaedic knowledge, we explore two
theories of semantics that have given rise to this approach to meaning. These are
(1) the theory of Frame Semantics, developed in the 1970s and 1980s by
Charles Fillmore; and (2) the theory of domains, developed by Ronald
Langacker (1987). In fact, these two theories were originally developed for
different purposes: Fillmore’s theory derived from his research on Case
Grammar in the 1960s, and continued to be developed in association with his
(and others’) work on Construction Grammar (see Part III). Langacker’s
theory of domains provides part of the semantic basis for his theory of Cognitive
Grammar (also discussed in Part IIT). However, despite these different starting
points, both theories address related phenomena. For this reason, we suggest that
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together they form the basis for a theory of encyclopaedic semantics. We will
see that Langacker argues that basic domains, knowledge structures derived
from pre-conceptual sensory-perceptual experience, form the basis of more
complex abstract domains which correspond to the semantic frames pro-
posed by Fillmore. Together, these two types of knowledge structure make up
encyclopaedic knowledge. Indeed, this perspective is presupposed by much
current work on word meaning and conceptual structure in cognitive semantics.

At this point, it is worth explaining why this chapter focuses on encyclopaedic
knowledge, while a later chapter (Chapter 10) focuses on word meaning. After
all, when we introduced the idea of encyclopaedic knowledge in Chapter 5, we
illustrated it with the proposition that words provide a ‘point of access’ to this
system of knowledge, and indeed we will have quite a bit to say about word
meaning in this chapter. However, the focus of this chapter is to explore in detail
the system of conceptual knowledge that lies behind lexical concepts and
their associated linguistic units, while the focus of Chapter 10 is to explore in
detail the nature and organisation of those lexical concepts themselves.

7.1 Dictionaries versus encyclopaedias

We begin by considering the traditional view of linguistic meaning, which is
often called the dictionary view. By explaining how this traditional model
works, we will establish a basis for exploring how the encyclopaedic view
adopted and developed within cognitive semantics is different. The theoretical
distinction between dictionaries and encyclopaedias has traditionally been an
issue of central importance for lexicologists (linguists who study word
meaning) and lexicographers (dictionary writers). Since the emergence of
the mentalist approach to language in the 1960s, it has also been widely
assumed that a distinction parallel to the dictionary/encyclopaedia distinction
exists at the level of the mental representation of words. This view has been
widely adopted, particularly by formal linguists who assume a componential
view of word meaning (recall our discussion of Universal Grammar and
semantic universals in Chapter 3). More recently, however, linguists have
begun to argue that the distinction traditionally drawn between ‘dictionary
knowledge’ (word meaning) and ‘encyclopaedic knowledge’ (non-linguistic or
‘world knowledge’) is artificial. If this can be established, the alternative view
emerges that dictionary knowledge is a subset of more general encyclopaedic
knowledge. This is the position adopted by cognitive semanticists.

7.1.1 The dictionary view

The traditional view in semantic theory holds that meaning can be divided into
a dictionary component and an encyclopaedic component. According to this
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view, it is only the dictionary component that properly constitutes the study of
lexical semantics: the branch of semantics concerned with the study of word
meaning. In contrast, encyclopaedic knowledge is external to linguistic knowl-
edge, falling within the domain of ‘world knowledge’. Of course, this view is
consistent with the modularity hypothesis adopted within formal linguistics,
which asserts that linguistic knowledge (e.g. knowing the meaning of a word
like shoelaces) is specialised to language, and distinct in nature from other kinds
of ‘world’ or ‘non-linguistic’ knowledge (like knowing how to tie your
shoelaces, or that you can usually buy them in the supermarket). From this per-
spective, then, dictionary knowledge relates to knowing what words mean, and
this knowledge represents a specialised component, the ‘mental dictionary’ or
lexicon. While this component is mainly concerned with word meaning,
formal theories differ quite considerably on the issue of what other kinds of
information might also be represented in the lexicon, such as grammatical
information relating to word class and so on. However, a common assumption
within formal theories is that the word meanings stored in our minds can be
defined, much as they appear in a dictionary.

In the componential analysis or semantic decomposition approach,
which is one version of the dictionary model, word meaning is modelled in
terms of semantic features or primitives. For instance bachelor is repre-
sented as [ +MALE, + ADULT, —MARRIED], where each of these binary features
represents a conceptual primitive that can also contribute to defining other
words, such as man [+ MALE, + ADULT], girl [ —MALE, —ADULT |, wife [ —MALE,
+ADULT, +MARRIED], and so on. Early examples of this approach are pre-
sented in Katz and Postal (1964) and Katz (1972). Another more recent variant
of this approach is represented in the work of Anna Wierzbicka (1996), who
takes the position that words are comprised of universal innate semantic prim-
itives or primes, in terms of which other words can be defined. We consider
these componential approaches in more detail below.

According to the dictionary view, the core meaning of a word is the infor-
mation contained in the word’s definition (for example that bachelor means
‘unmarried adult male’), and this is the proper domain of lexical semantics.
Encyclopaedic knowledge (for example, stereotypical connotations relating
to bachelor pads, sexual conquests and dirty laundry) is considered non-
linguistic knowledge. In this way, the dictionary model enables lexical seman-
ticists to restrict their domain of investigation to intrinsic or non-contextual
word meaning, while questions concerning how the outside world interacts
with linguistic meaning are considered to fall within the domain of pragmat-
ics, an area that some linguists consider to be external to the concerns of lin-
guistics proper.

A number of dichotomies follow from the dictionary view of word meaning.
Firstly, the core meaning of a word (sense), which is contained in the mental
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dictionary, stands in sharp contradistinction to what that word refers to in the
outside world (reference). This distinction is inherited from referential the-
ories of meaning dating back to Plato’s (fourth century BC) Cratylus Dialogue:
The Realm of ldeas and Truth. Referential theories hold that word meaning
arises from a direct link between words and the objects in the world that they
refer to. As the philosopher Frege (1892 [1975]) argued, however, it is possi-
ble for a word to have meaning (sense) without referring to a real object in the
world (e.g. dragon, unicorn), hence the distinction between sense and refer-
ence.

The second dichotomy that arises from the dictionary view of meaning is
the distinction between semantics and pragmatics. As we saw above, the
dictionary view assumes a sharp distinction between knowledge of word
meaning (semantics), and knowledge about how contextual factors influence
linguistic meaning (pragmatics).

Thirdly, the dictionary view treats knowledge of word meaning as distinct
from cultural knowledge, social knowledge (our experience of and interaction
with others) and physical knowledge (our experience of interaction with the
world). As we have seen, a consequence of this view is that semantic knowledge
is autonomous from other kinds of knowledge, and is stored in its own mental
repository, the mental lexicon. Other kinds of knowledge belong outside the
language component, represented in terms of principles of language use
(such as Grice’s 1975 Cooperative Principle and its associated maxims, which
represent a series of statements summarising the assumptions that speakers
and hearers make in order to communicate successfully). This dichotomy
between knowledge of language and use of language, where only the former is
modelled within the language component, is consistent with the emphasis
within formal approaches on the mental representation of linguistic knowledge
rather than situated language use. Table 7.1 summarises the dictionary view.

It is worth mentioning here that word meaning is only ‘half’ of what tradi-
tional semantics is about. While lexical semantics is concerned with describing
the meanings of individual words as well as the relationships between them:
lexical relations or sense relations such as synonymy, antonymy and
homonymy (see Murphy 2003 for an overview), the other ‘half’ of semantics
involves sentence meaning or compositional semantics. This relates to the

Table 7.1 The dictionary view of key distinctions in the study and representation of
meaning

Dictionary (linguistic) knowledge Encyclopaedic (non-linguistic) knowledge
Concerns sense (what words mean) Concerns reference (what speakers do with words)
Relates to the discipline semantics Relates to the discipline pragmatics

Is stored in the mental lexicon Is governed by principles of language use
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study of the ways in which individual lexical items combine in order to produce
sentence meaning. While the two areas are related (words, after all, contribute
to the meaning of sentences), the two ‘halves’ of traditional semantics are often
seen as separate subdisciplines, with many linguists specialising in one area or
the other. We return to a discussion of the formal approach to sentence
meaning in Chapter 13. In cognitive semantics, the distinction between lexical
and compositional semantics is not seen as a useful division. There are a
number of reasons for this, which we will return to shortly (section 7.1.3).

7.1.2 Problems with the dictionary view

According to the perspective adopted in cognitive semantics, the strict sepa-
ration of lexical knowledge from ‘world’ knowledge is problematic in a
number of ways. To begin with, the dictionary view assumes that word mean-
ings have a semantic ‘core’, the ‘essential’ aspect of a word’s meaning. This
semantic core is distinguished from other non-essential aspects of the word’s
meaning, such as the associations that a word brings with it (recall our dis-
cussion of bachelor). Indeed, this distinction is axiomatic for many semanti-
cists, who distinguish between a word’s denotation (the set of entities in the
world that a word can refer to) and its connotation (the associations evoked
by the word). For example, the denotation of bachelor is the set of all unmar-
ried adult males, while the connotations evoked by bachelor relate to cultural
stereotypes concerning sexual and domestic habits and so on. Let’s consider
another example. Most speakers would agree that the words bucket and pail
share the same denotation: the set of all cylindrical vessels with handles that
can be used to carry water. These words share the same denotation because
they are synonyms. Thus either of these lexical items could refer to the
entity depicted in Figure 7.1.

However, while bucket and pail have the same (or at least very similar) deno-
tations, for speakers who have both these words in their dialects they have very
different connotations. For these speakers, a pail can be metal or wooden but
not plastic, and it is associated with vessels of a certain size (for example,
a child’s small bucket used for making sandcastles on the beach could not be

s
[

Figure 7.1 Bucket or pail?
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described as a pail). It follows from this that pa:/ also shows a different linguis-
tic distribution from its synonym. For example, it does not participate in the
same collocational expressions as bucket: we can say bucket and spade but not pail
and spade. Given these observations, cognitive linguists argue that the decision
to exclude certain kinds of information from the ‘core’ meaning or denotation
of a word, while including other kinds information, is arbitrary: on what basis
is it decided that a particular piece of information is ‘core’ or ‘non-core’?

The second way in which cognitive linguists argue that the dictionary view
is problematic relates to background knowledge. The dictionary view assumes
that words, although related to other words by lexical relations like synonymy
and so on, can nevertheless be defined in a context-independent way. In con-
trast, a number of scholars, such as Fillmore (1975, 1977, 1982, 1985a and
Fillmore and Atkins 1992) and Langacker (1987) have presented persuasive
arguments for the view that words in human language are never represented
independently of context. Instead, these linguists argue that words are always
understood with respect to frames or domains of experience.

As we will see in detail below, a frame or domain represents a schematisation
of experience (a knowledge structure), which is represented at the conceptual
level and held in long-term memory, and which relates elements and entities
associated with a particular culturally-embedded scene, situation or event from
human experience. According to Fillmore and Langacker, words (and gram-
matical constructions) are relativised to frames and domains so that the
‘meaning’ associated with a particular word (or grammatical construction)
cannot be understood independently of the frame with which it is associated.
For example, the word aorta relates to a particular lexical concept, but this
lexical concept cannot be understood without the frame of the MAMMALIAN
CIRCULATORY SYSTEM. We explore these ideas in detail below (section 7.2-7.3).

The third problem that cognitive linguists identify with the dictionary view
is the dichotomy between sense and reference. As we have seen, this view
restricts linguistic meaning to a word’s sense. From the perspective of the
usage-based approach adopted in cognitive linguistics (recall Chapter 4), this
dichotomy is problematic because a word’s sense, what we have called coded
meaning, is a function of language use or pragmatic meaning. In other
words, the usage-based view holds that a word only comes to be meaningful as
a consequence of use. This view stands in direct opposition to the dictionary
view, which holds that a word’s meaning or sense is primary and determines
how it can be used.

Cognitive semanticists argue that the division of linguistic meaning into
semantics (context-independent meaning) and pragmatics (context-dependent
meaning) is also problematic. This dichotomy arises for historical as well as
theoretical reasons. The discipline of semantics originated with the ancient
Greek philosophers and was only recognised as a subdiscipline of linguistics as
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recently as the nineteenth century. Until this point linguists had concerned
themselves mainly with describing the observable structural properties of lan-
guage (grammar and phonology). Indeed, as recently as the twentieth century
the famous American linguist Leonard Bloomfield (1933: 140) described the
study of semantics as ‘the weak point in language study’. The ‘mentalist’
approach to linguistics pioneered by Chomsky gave rise to a new interest in lin-
guistic meaning as part of the competence of the native speaker, but due to the
historical development of the discipline within the philosophical tradition, the
resulting formal models tended to emphasise only those aspects of meaning
that could be ‘neatly packaged’ and modelled within the truth-conditional par-
adigm (see Chapter 13), hence the predominance of the dictionary view.
Meanwhile, in the 1950s and 1960s, the natural language philosophers such
as Austin and Grice, who argued that the truth-conditional model was artifi-
cially limiting the study of linguistic meaning, began to focus attention on the
principles that governed the use of language in interactive contexts. For this
reason, pragmatics emerged as a largely independent approach, and has often
been seen as peripheral with respect to the concerns of formal linguistics,
which relate to modelling knowledge of language rather than use of language,
or competence rather than performance. An important exception to this gen-
eralisation is the Relevance Theory model, developed by Sperber and Wilson
(1995). We will consider this approach in Chapter 13.

As many linguists have argued, imposing a principled distinction between
semantics and pragmatics results in a rather artificial boundary between the
two types of meaning. After all, context of use is often critical to the meaning
associated with words, and some linguistic phenomena cannot be fully
explained by either a semantic or a pragmatic account in isolation. For example,
Saeed (2003) makes this point in relation to deictic expressions: words like
bring and take, and today and tomorrow. These expressions clearly have ‘seman-
tic’ content, yet their meaning cannot be fully determined in isolation from
context. Levinson (1983: 55) provides a revealing example. Imagine you are on
a desert island and you find this message in a bottle washed up on the beach.
The message reads Meet me here a week from now with a stick about this big. This
example illustrates the dependence of deictic expressions on contextual infor-
mation. Without knowing the person who wrote the message, where the note
was written or the time at which it was written, you cannot fully interpret me,
here or a week from now. Observe that we also rely upon visual signals to inter-
pret expressions like this big, where the speaker would hold his or her hands
a certain distance apart to indicate the size of the object being described. Such
expressions are not fully meaningful in the absence of this visual information.
It is the deictic or context-dependent properties of expressions like these that
also explain why it is less than helpful for a shopkeeper to go out for lunch and
leave a sign on the door reading Back in an hour!
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In view of these observations, cognitive semanticists argue that the
dichotomy between semantics and pragmatics represents an arbitrary distinc-
tion: linguistic knowledge cannot be separated in a principled way from ‘world’
knowledge, nor can ‘semantic’ knowledge be separated from ‘pragmatic’
knowledge. From the cognitive perspective, the kinds of knowledge subsumed
under these headings constitute a continuum. The encyclopaedic view adopted
within cognitive semantics assumes that there are no principled distinctions of
the kind discussed here, but that any apparent distinctions are simply a matter
of degree. In other words, while there are conventional meanings associated
with words (the coded meanings we discussed in Chapter 4), these are
abstracted from the range of contexts of use associated with any given lexical
item. Furthermore, words are sometimes used in ways that are only partially
sanctioned by these coded meanings: language use is often partly innovative,
for the reasons laid out in Chapter 4. Moreover, the degree to which any given
usage of a coded meaning is innovative varies according to contextual factors.

7.1.3 Word meaning versus sentence meaning

Before elaborating the encyclopaedic view of meaning, we first briefly return
to the traditional distinction between word meaning (lexical semantics) and
sentence meaning (compositional semantics). As noted above, cognitive seman-
ticists also view this distinction as artificial. There are a number of reasons for
this position, which we briefly review here.

Word meaning is protean in nature

The traditional distinction between lexical and compositional semantics is
based on the assumption that word meanings combine, together with the gram-
matical structure of the sentence, to produce sentence meaning. This is known
as the principle of compositionality. The way the ‘division of labour’ works
in most formal approaches is that lexical semanticists work out how to repre-
sent the meanings of words, while compositional semanticists work out the
principles governing the combination of words into larger units of meaning
and the relationships between words within those larger units.

From the perspective of cognitive semantics, the problem with the compo-
sitional view of sentence meaning is that word meanings cannot be precisely
defined in the way that is required by this approach. Instead, cognitive seman-
ticists argue that, while words do have relatively well-entrenched meanings
stored in long-term memory (the coded meaning), word meaning in language
is ‘protean’ in nature. This means that the meaning associated with a single
word is prone to shift depending on the exact context of use. Thus cognitive
semanticists argue that the meaning of any given word is constructed ‘on line’
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in the context in which it is being used. We saw an example illustrating this
when we discussed various uses of the word safe in Chapter 5. One problem
with the compositional view of sentence meaning, then, is that it relies upon
the assumption that the context-independent meanings associated with words
can be straightforwardly identified.

The conceptual nature of meaning construction

The second problem with dividing semantics into the study of word meaning
on the one hand and sentence meaning on the other relates to meaning con-
struction, which has traditionally been regarded as the remit of compositional
semantics. Meaning construction is the process whereby language encodes or
represents complex units of meaning; therefore this area relates to sentence
meaning rather than word meaning. The principle of compositionality assumes
that words ‘carry’ meaning in neatly packaged self-contained units, and that
meaning construction results from the combination of these smaller units of
meaning into larger units of meaning within a given grammatical structure.
However, as we have begun to see, cognitive semanticists argue that words are
prompts for meaning construction rather than ‘containers’ that carry
meaning. Furthermore, according to this view, language actually represents
highly underspecified and impoverished prompts relative to the richness of
conceptual structure that is encoded in semantic structure: these prompts
serve as ‘instructions’ for conceptual processes that result in meaning con-
struction. In other words, cognitive linguists argue that meaning construction
is primarily conceptual rather than linguistic in nature. From this perspective,
if meaning construction is conceptual rather than linguistic in nature, and if
words themselves do not ‘carry’ meaning, then the idea that sentence meaning
is built straightforwardly out of word meanings is largely vacuous. We will
explore these ideas further in Chapters 11 and 12 where we address meaning
construction in detail.

Grammatical constructions are independently meaningful

Finally, as we saw in Part I of the book and as will see in detail in Part III, cog-
nitive linguistics adopts the symbolic thesis with respect to linguistic struc-
ture and organisation. This thesis holds that linguistic units are form-meaning
pairings. This idea is not new in linguistics: indeed, it has its roots in the influ-
ential work of the Swiss linguist Ferdinand de Saussure (1857-1913) and is
widely accepted by linguists of all theoretical persuasions. The innovation in
cognitive linguistics is that this idea is extended beyond words to larger con-
structions including phrases and whole sentences. According to this view, it is
not just words that bring meaning to sentences, but the grammatical properties
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of the sentence are also meaningful in their own right. In one sense, this does
not appear significantly different from the compositional view: all linguists
recognise that George loves Lily means something different from Lily loves
George, for example, and this is usually explained in terms of grammatical
functions like subject and object which are positionally identified in a language
like English. However, the claim made in cognitive linguistics is stronger than
the claim that grammatical structure contributes to meaning via the structural
identification of grammatical functions like subject and object. The cognitive
claim is that grammatical constructions and grammatical functions are them-
selves inherently meaningful, independently of the content words that fill
them. From this perspective, the idea that sentence meaning arises purely from
the composition of smaller units of meaning into larger ones is misleading. We
look in detail at the idea that grammatical constructions are meaningful in Part
IIT of the book.

7.1.4 The encyclopaedic view

For the reasons outlined in the previous section, cognitive semanticists reject
the ‘dictionary view’ of word meaning in favour of the ‘encyclopaedic view’.
Before we proceed with our investigation of the encyclopaedic view, it is worth
emphasising the point that, while the dictionary view represents a model of the
knowledge of linguistic meaning, the encyclopaedic view represents a model of
the system of conceptual knowledge that underlies linguistic meaning. It follows
that this model takes into account a far broader range of phenomena than purely
linguistic phenomena, in keeping with the ‘Cognitive Commitment’. This will
become evident when we look at Fillmore’s theory of frames (section 7.2) and
Langacker’s theory of domains (section 7.3). There are a number of character-
istics associated with this model of the knowledge system, which we outline in
this section:

1. There is no principled distinction between semantics and pragmatics.

2. Encyclopaedic knowledge is structured.

3. There is a distinction between encyclopaedic meaning and contextual
meaning.

4. Lexical items are points of access to encyclopaedic knowledge.

5. Encyclopaedic knowledge is dynamic.

There is no principled distinction between semantics and pragmatics

Firstly, cognitive semanticists reject the idea that there is a principled dis-
tinction between ‘core’ meaning on the one hand, and pragmatic, social or cul-
tural meaning on the other. This means that, among other things, cognitive
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semanticists do not make a sharp distinction between semantic and pragmatic
knowledge. Knowledge of what words mean and knowledge about how words
are used are both types of ‘semantic’ knowledge, according to this view. This
is why cognitive semanticists study such a broad range of (linguistic and non-
linguistic) phenomena in comparison to traditional or formal semanticists, and
this also explains why there is no chapter in this book called ‘cognitive prag-
matics’. This is not to say that the existence of pragmatic knowledge is denied.
Instead, cognitive linguists claim that semantic and pragmatic knowledge
cannot be clearly distinguished. As with the lexicon-grammar continuum,
semantic and pragmatic knowledge can be thought of in terms of a continuum.
While there may be qualitative distinctions at the extremes, it is often difficult
in practice to draw a sharp distinction.

Cognitive semanticists do not posit an autonomous mental lexicon that
contains semantic knowledge separately from other kinds of (linguistic or non-
linguistic) knowledge. It follows that there is no distinction between dictionary
knowledge and encyclopaedic knowledge: there is only encyclopaedic knowl-
edge, which subsumes what we might think of as dictionary knowledge.

The reason for adopting this position follows, in part, from the usage-based
perspective developed in Chapter 4. The usage-based thesis holds, among
other things, that context of use guides meaning construction. It follows from
this position that word meaning is a consequence of language use, and that
pragmatic meaning, rather than coded meaning, is ‘real’ meaning. Coded
meaning, the stored mental representation of a lexical concept, is a schema:
a skeletal representation of meaning abstracted from recurrent experience of
language use. If meaning construction cannot be divorced from language use,
then meaning is fundamentally pragmatic in nature because language in use is
situated, and thus contextualised, by definition. As we have seen, this view is
in direct opposition to the traditional view, which holds that definitional
meaning is the proper subject of semantic investigation while pragmatic
meaning relies upon non-linguistic knowledge.

Encyclopaedic knowledge is structured

The view that there is only encyclopaedic knowledge does not entail that the
knowledge we have connected to any given word is a disorganised chaos.
Cognitive semanticists view encyclopaedic knowledge as a structured system of
knowledge, organised as a network, and not all aspects of the knowledge that
is, in principle, accessible by a single word has equal standing. For example,
what we know about the word banana includes information concerning its
shape, colour, smell, texture and taste; whether we like or hate bananas; perhaps
information about how and where bananas are grown and harvested; details
relating to funny cartoons involving banana skins; and so on. However, certain
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aspects of this knowledge are more central than others to the meaning of
banana.

According to Langacker (1987), centrality relates to how salient certain
aspects of the encyclopaedic knowledge associated with a word are to the
meaning of that word. Langacker divides the types of knowledge that make up
the encyclopaedic network into four types: (1) conventional; (2) generic;
(3) intrinsic; and (4) characteristic. While these types of knowledge are in
principle distinct, they frequently overlap, as we will show. Moreover, each of
these kinds of knowledge can contribute to the relative salience of particular
aspects of the meaning of a word.

The conventional knowledge associated with a particular word concerns the
extent to which a particular facet of knowledge is shared within a linguistic
community. Generic knowledge concerns the degree of generality (as opposed
to specificity) associated with a particular word. Intrinsic knowledge is that
aspect of a word’s meaning that makes no reference to entities external to the
referent. Finally, characteristic knowledge concerns aspects of the ency-
clopaedic information that are characteristic of or unique to the class of enti-
ties that the word designates. Each of these kinds of knowledge can be thought
of as operating along a continuum: certain aspects of a word’s meaning are
more or less conventional, or more or less generic, and so on, rather than having
a fixed positive or negative value for these properties.

Conventional knowledge
Conventional knowledge is information that is widely known and shared
between members of a speech community, and is thus likely to be more central
to the mental representation of a particular lexical concept. The idea of con-
ventional knowledge is not new in linguistics. Indeed, the early twentieth-
century linguist Ferdinand de Saussure (1916), who we mentioned earlier in
relation to the symbolic thesis, also observed that conventionality is an impor-
tant aspect of word meaning: given the arbitrary nature of the sound-meaning
pairing (in other words, the fact that there is nothing intrinsically meaningful
about individual speech sounds, and therefore nothing predictable about why
a certain set of sounds and not others should convey a particular meaning), it
is only because members of a speech community ‘agree’ that a certain word has
a particular meaning that we can communicate successfully using language. Of
course, in reality this ‘agreement’ is not a matter of choice but of learning, but
it is this ‘agreement’ that represents conventionality in the linguistic sense.
For instance, conventional knowledge relating to the lexical concept BANANA
might include the knowledge that some people in our culture have bananas with
their lunch or that a banana can serve as a snack between meals. An example of
non-conventional knowledge concerning a banana might be that the one you
ate this morning gave you indigestion.
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Generic knowledge

Generic knowledge applies to many instances of a particular category and
therefore has a good chance of being conventional. Generic knowledge might
include our knowledge that yellow bananas taste better than green bananas.
This knowledge applies to bananas in general and is therefore generic. Generic
knowledge contrasts with specific knowledge, which concerns individual
instances of a category. For example, the knowledge that the banana you peeled
this morning was unripe is specific knowledge, because it is specific to this par-
ticular banana. However, it is possible for large communities to share specific
(non-generic) knowledge that has become conventional. For instance, generic
knowledge relating to US presidents is that they serve a term of four years
before either retiring or seeking re-election. This is generic knowledge, because
it applies to US presidents in general. However, a few presidents have served
shorter terms. For instance, John F. Kennedy served less than three years in
office. This is specific knowledge, because it relates to one president in partic-
ular, yet it is widely known and therefore conventional. In the same way that
specific knowledge can be conventional, generic knowledge can also be non-
conventional, even though these may not be the patterns we expect. For
example, while scientists have uncovered the structure of the atom and know
that all atoms share a certain structure (generic knowledge), the details of
atomic structure are not widely known by the general population.

Intrinsic knowledge

Intrinsic knowledge relates to the internal properties of an entity that are not
due to external influence. Shape is a good example of intrinsic knowledge relat-
ing to objects. For example, we know that bananas tend to have a characteristic
curved shape. Because intrinsic knowledge is likely to be generic, it has a good
chance of being conventional. However, not all intrinsic properties (for
example, that bananas contain potassium) are readily identifiable and may not
therefore be conventional. Intrinsic knowledge contrasts with extrinsic knowl-
edge. Extrinsic knowledge relates to knowledge that is external to the entity:
for example, the knowledge that still-life artists often paint bananas in bowls
with other pieces of fruit relates to aspects of human culture and artistic con-
vention rather than being intrinsic to bananas.

Characteristic knowledge

This relates to the degree to which knowledge is unique to a particular class of
entities. For example, shape and colour may be more or less characteristic of an
entity: the colour yellow is more characteristic of bananas than the colour red
is characteristic of tomatoes, because fewer types of fruit are yellow than red
(at least, in the average British supermarket). The fact that we can eat bananas
is not characteristic, because we eat lots of other kinds of fruit.
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Figure 7.2 Identifying knowledge types which give rise to centrality

The four types of knowledge we have discussed thus far relate to four continua,
which are listed below. Knowledge can fall at any point on these continua, so
that something can be known by only one person (wholly non-conventional)
known by the entire discourse community (wholly conventional) or somewhere
in between (for example, known by two people, a few people or many but not
all people.

1. Conventional <——— Non-conventional
2. Generic «——— Specific

3. Intrinsic <———— Extrinsic

4.

Characteristic <——— Non-characteristic

Of course, conventionality versus non-conventionality stands out in this clas-
sification of knowledge types because it relates to how widely something is
known whereas the other knowledge types relate to the nature of the lexical
concepts themselves. Thus it might seem that conventional knowledge is the
most ‘important’ or ‘relevant’ kind when in fact it is only one ‘dimension’ of
encyclopaedic knowledge. Figure 7.2 represents the interaction between the
knowledge types discussed here. As this diagram illustrates, while generic,
intrinsic and characteristic knowledge can be conventional (represented by the
arrow going from the box containing these types of knowledge to the box con-
taining conventional knowledge) they need not be. Conventional knowledge,
on the other hand, is, by definition, knowledge that is shared.

Finally, let’s turn to the question of how these distinct knowledge types
influence centrality. The centrality of a particular aspect of knowledge for a
linguistic expression will always be dependent on the precise context in which
the expression is embedded and on how well established the knowledge
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Table 7.2 Four kinds of knowledge that relate to the centrality of encyclopaedic
knowledge of word meaning

Conventional knowledge Knowledge that is widely known

Generic knowledge Knowledge that is general rather than specific in nature

Intrinsic knowledge Knowledge deriving from the form of the entity or
relation in question

Characteristic knowledge Knowledge that is (relatively) unique to the entity or

relation in question

element is in memory. Moreover, the closer knowledge is to the left-hand side
of the continua we listed above, the more salient that knowledge is and the more
central that knowledge is to the meaning of a lexical concept. For example, for
Joe Bloggs, the knowledge that bananas have a distinctive curved shape is con-
ventional, generic, intrinsic and characteristic, and is therefore highly salient
and therefore central to his knowledge about bananas and to the meaning of the
lexical concept BANANA. The knowledge that Joe Bloggs has that he once peeled
a banana and found a maggot inside is non-conventional, specific, extrinsic and
non-characteristic, and hence is much less salient and less central to his knowl-
edge about bananas. We summarise the four categories of encyclopaedic knowl-
edge in Table 7.2.

There is a distinction between encyclopaedic meaning and contextual
meaning

The third issue concerning the encyclopaedic view relates to the distinction
between encyclopaedic meaning and contextual meaning (or situated
meaning). Encyclopaedic meaning arises from the interaction of the four kinds
of knowledge discussed above. However, encyclopaedic meaning arises in the
context of use, so that the ‘selection’ of encyclopaedic meaning is informed by
contextual factors. For example, recall our discussion of safe in Chapter 5. We
saw that this word can have different meanings depending on the particular
context of use: safe can mean ‘unlikely to cause harm’ when used in the context
of a child playing with a spade, or safe can mean ‘unlikely to come to harm’
when used in the context of a beach that has been saved from development as
a tourist resort. Similarly, the phenomenon of frame-dependent meaning
briefly mentioned earlier suggests that the discourse context actually guides the
nature of the encyclopaedic information that a lexical item prompts for. For
instance, the kind of information evoked by use of the word foot will depend
upon whether we are talking about rabbits, humans, tables or mountains. This
phenomenon of contextual modulation (Cruse 1986) arises when a particu-
lar aspect of the encyclopaedic knowledge associated with a lexical item is priv-
ileged due to the discourse context.
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Compared with the dictionary view of meaning, which separates core
meaning (semantics) from non-core meaning (pragmatics), the encyclopaedic
view makes very different claims. Not only does semantics include ency-
clopaedic knowledge, but meaning is fundamentally ‘guided’ by context.
Furthermore, the meaning of a word is ‘constructed’ on line as a result of con-
textual information. From this perspective, fully-specified pre-assembled
word meanings do not exist, but are selected and formed from encyclopaedic
knowledge, which is called the meaning potential (Allwood 2003) or
purport (Cruse 2000) of a lexical item. As a result of adopting the usage-based
approach, then, cognitive linguists do not uphold a meaningful distinction
between semantics and pragmatics, because word meaning is always a function
of context (pragmatic meaning).

From this perspective, there are a number of different kinds of context that
collectively serve to modulate any given instance of a lexical item as it occurs
in a particular usage event. These types of context include (but are not nec-
essarily limited to): (1) the encyclopaedic information accessed (the lexical
concept’s context within a network of stored knowledge); (2) sentential
context (the resulting sentence or utterance meaning); (3) prosodic context
(the intonation pattern that accompanies the utterance, such as rising pitch to
indicate a question); (4) situational context (the physical location in which
the sentence is uttered); and (5) interpersonal context (the relationship
holding at the time of utterance between the interlocutors). Each of these
different kinds of context can contribute to the contextual modulation of a par-
ticular lexical item.

Lexical items are points of access to encyclopaedic knowledge

The encyclopaedic model views lexical items as points of access to ency-
clopaedic knowledge. According to this view, words are not containers that
present neat pre-packaged bundles of information. Instead, they provide
access to a vast network of encyclopaedic knowledge.

Encyclopaedic knowledge is dynamic

Finally, it is important to note that while the central meaning associated with a
word is relatively stable, the encyclopaedic knowledge that each word provides
access to, its encylopaedic network, is dynamic. Consider the lexical concept
CAT. Our knowledge of cats continues to be modified as a result of our ongoing
interaction with cats, our acquisition of knowledge regarding cats, and so on.
For example, imagine that your cat comes home looking extremely unwell,
suffering from muscle spasms and vomits a bright blue substance. After four
days in and out of the animal hospital (and an extremely large vet’s bill) you
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will have acquired the knowledge that metaldehyde (the chemical used in slug
pellets) is potentially fatal to cats. This information now forms part of your
encyclopaedic knowledge prompted by the word cat, alongside the central
knowledge that cats are small fluffy four-legged creatures with pointy ears and
a tail.

7.2 Frame semantics

Having provided an overview of what an encyclopaedic view of word meaning
entails, we now present the theory of Frame Semantics, one theory that has
influenced the encyclopaedic model adopted within cognitive semantics. This
approach, developed by Charles Fillmore (1975, 1977, 1982, 1985a; Fillmore
and Atkins 1992), attempts to uncover the properties of the structured inven-
tory of knowledge associated with words, and to consider what consequences
the properties of this knowledge system might have for a model of semantics.

7.2.1 What is a semantic frame?

As we saw in Chapter 5, Fillmore proposes that a frame is a schematisation of
experience (a knowledge structure), which is represented at the conceptual
level and held in long-term memory. The frame relates the elements and enti-
ties associated with a particular culturally embedded scene from human expe-
rience. According to Fillmore, words and grammatical constructions are
relativised to frames, which means that the ‘meaning’ associated with a partic-
ular word (or grammatical construction) cannot be understood independently
of the frame with which it is associated. In his 1985a article, Fillmore adopts
the terms figure and ground from Gestalt psychology in order to distinguish
between a particular lexical concept (the specific meaning designated by a
lexical item) and the background frame against which it is understood. The
specific meaning designated by a lexical item is represented by the figure,
and is a salient subpart of a larger frame, which represents the ground rela-
tive to which the figure is understood. Frames thus represent a complex knowl-
edge structure that allows us to understand, for example, a group of related
words and that also plays a role in licensing their grammatical behaviour in
sentences.

7.2.2 Frames in cognitive psychology

Before developing Fillmore’s theory of semantic frames in more detail, we
begin by exploring the development of this idea in cognitive psychology. This
will enable us to obtain a richer picture of the kind of conceptual entity that
Fillmore assumes as the basis of his theory. In psychology, the basic unit of
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knowledge is the concept. Theories of knowledge representation attempt
to model the kinds of concepts that people appear to have access to, including
the relationships holding between concepts and the kinds of operations that
people use concepts for such as categorisation judgements (explored in more
detail in the next chapter) and conceptualisation or meaning construction
(explored in Chapters 11 and 12).

A common system for modelling knowledge representation is the feature
list approach. This entails listing the range of distinct features or attributes
associated with a particular concept. From this perspective, we might hypoth-
esise that the concept of CAR, for instance, has a range of features or attributes
associated with it that relate to its parts (wheel, tyre, windscreen, bonnet, boot,
steering wheel, engine and so on), as well as the fact that cars require petrol or
diesel in order to function, are driven by humans who must first obtain a
driving licence and so on. However, one of the problems associated with mod-
elling knowledge solely in terms of feature lists is that people’s knowledge
regarding conceptual entities is relational. For example, we know that cars have
engines which provide the mechanism for moving the vehicle. We also know
that this motion is effected by the engine causing the axles to turn which then
causes the wheels to turn. Moreover, we know that unless a driver is operating
the vehicle, which involves turning on the ignition, the engine will not start in
the first place. Thus a serious problem with viewing a concept as a straightfor-
ward list of features is that there is no obvious way of modelling how the rela-
tionships between the components of the list might be represented. The theory
of frames represents an attempt to overcome this shortcoming.

Since Bartlett’s (1932) theory of schemata, there has been a tradition in
cognitive psychology of modelling knowledge representation in terms of
frames. We will base our discussion of frames on a recent version of this theory
proposed by Lawrence Barsalou (1992a, 1992b), who defines frames as complex
conceptual structures that are used to ‘represent all types of categories, includ-
ing categories for animates, objects, locations, physical events, mental events
and so forth’ (Barsalou 1992a: 29). According to this view, frames are the basic
mode of knowledge representation. They are continually updated and modi-
fied due to ongoing human experience, and are used in reasoning in order to
generate new inferences. Below, we describe two basic components of frames:
attribute-value sets and structural invariants. In order to illustrate these
notions, we present a vastly simplified frame for CAR. This is illustrated in
Figure 7.3.

Attributes and values

We begin by examining the ideas of attribute and value. Barsalou (1992a: 30)
defines an attribute as ‘a concept that describes an aspect of at least some
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Figure 7.3 A partial frame for CAR (adapted from Barsalou 1992a: 30)

category members’. For instance, ENGINE represents one aspect of the
members of the category CAR, as do DRIVER, FUEL, TRANSMISSION and WHEELS.
An attribute is therefore a concept that represents one aspect of a larger whole.
Attributes are represented in Figure 7.3 as ovals. Values are subordinate con-
cepts which represent subtypes of an attribute. For instance, SUE and MIKE are
types of DRIVER; PETROL and DIESEL are types of FUEL; MANUAL and AUTO-
MATIC are types of TRANSMISSION, and so on. Values are represented as dotted
rectangles in Figure 7.3. Crucially, while values are more specific than attrib-
utes, a value can also be an attribute because it can also have subtypes. For
instance, PETROL is an attribute to the more specific concepts UNLEADED
PETROL and LEADED PETROL which are values of PETROL. Attributes and values
are therefore superordinate and subordinate concepts within a taxonomy: sub-
ordinate concepts, or values, which are more specific inherit properties from
the superordinate concepts, or attributes, which are more general.

Structural invariants

As Barsalou observes, ‘Attributes in a frame are not independent slots but are
often related correlationally and conceptually . . . a frame’s core attributes cor-
relate highly, often appearing together across contexts’ (Barsalou 1992a: 35). In
other words, attributes within a frame are related to one another in consistent
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ways across exemplars: individual members of a particular category. For
example, in most exemplars of the category CAR it is the driver who controls
the speed of the ENGINE. This relation holds across most instances of cars, irre-
spective of the values involved, and is therefore represented in the frame as a
structural invariant: a more or less invariant relation between attributes
DRIVER and ENGINE. In Figure 7.3, structural invariants are indicated by bold
arrows.

Simulations

The final issue that remains to be addressed is the dynamic quality associated
with frames. Humans have the ability to imagine or simulate a conceptual
entity, such as an action involving a particular object, based on a particular
frame. For example, we can mentally simulate the stages involved in filling a
car up with petrol, including mentally rehearsing the actions involved in
taking the petrol cap off, removing the petrol nozzle from the pump, placing it
in the petrol tank, pressing the lever so that the petrol flows into the tank,
and so on. The most recent theories of knowledge representation attempt to
account for this ability. This is an issue we will return to later in the chapter,
once we have investigated two theories that are specifically concerned with
semantic knowledge representation: conceptual structure as it is encoded in
language.

7.2.3 The COMMERCIAL EVENT frame

We now return to our discussion of Fillmore’s theory of semantic frames. The
semantic frame is a knowledge structure required in order to understand a par-
ticular word or related set of words. Consider the related group of words buy,
sell, pay, spend, cost, charge, tender, change, and so on. Fillmore argues that in
order to understand these words, we need access to a COMMERCIAL EVENT frame
which provides ‘the background and motivation for the categories which these
words represent’ (Fillmore 1982: 116-17). Recall the PURCHASING GOODS
frame that we discussed in Chapter 5; this is a subpart of the COMMERCIAL
EVENT frame. The COMMERCIAL EVENT frame includes a number of attributes
called participant roles which must, at the very least, include BUYER, SELLER,
GOODSs and MONEY. This skeletal frame is represented in Figure 7.4.
According to Fillmore, valence is one of the consequences of a frame like
this. Valence concerns the ways in which lexical items like verbs can be com-
bined with other words to make grammatical sentences. More precisely, the
valence (or argument structure) of a verb concerns the number of partici-
pants or arguments required, as well as the nature of the arguments, that is the
semantic roles assumed by those participants. For example, buy is typically
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Figure 7.4 Partial COMMERCIAL EVENT frame

‘divalent’ which means that it requires two participants, the BUYER and the
GOODS. Pay, on the other hand, is typically ‘trivalent’, which means that it
requires three participants: the BUYER, the SELLER and the GOODS. Observe that
valence is not a stable feature of verbs, however. Pay could also occur in a sen-
tence with two participants (I paid five hundred pounds) or with four participants
(I paid John frve pounds for that pile of junk). While buy and pay relate to the
actions of the BUYER, buy relates to the interaction between the BUYER and the
GOODS, while pay relates to the interaction between the BUYER and the SELLER.
This knowledge, which is a consequence of the COMMERCIAL EVENT frame, has
consequences for grammatical organisation (recall our discussion of rob and
steal in Chapter 5). Consider the following sentences:

(1) a. John bought the car (from the salesperson).
b. *John bought the salesperson

(2) a. John paid the salesperson (for the car).
b.  *John paid the car

The sentences in (1) demonstrate that bought and paid take the same number of
arguments. These are realised as subject and object, and optionally as oblique
object: an object like from the salesperson which is introduced by a preposition.
The verb bought profiles a relation between the participant roles BUYER and
GOODS, not a relation between BUYER and SELLER. This explains why the sen-
tence in (1b) is ungrammatical. Of course, if we invoke a SLAVE TRADE frame
then (1b) might be acceptable on the interpretation that the salesperson repre-
sents the GOODS role. Example (2) shows that the verb pay relates the BUYER role
with the SELLER role rather than the GOODS role. In addition, pay can also
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prompt for a relation between BUYER and AMOUNT PAID, or between BUYER,
SELLER and AMOUNT PAID, as illustrated by examples (3) and (4), respectively.

(3) John paid £2,000 (for the car).
(4) John paid the salesperson £1,000 (for the car).

These examples demonstrate that pay relates to that aspect of the COMMERCIAL
EVENT frame involving the transfer of money from BUYER to SELLER in order
to receive the GOODS. The frame thus provides a structured set of relationships
that define how lexical items like pay and buy are understood and how they can
be used. As we have seen, this has consequences for the grammatical behaviour
of these lexical items. Indeed, frames of this kind have played a central role in
the development of Construction Grammar (e.g. Goldberg 1995), to which we
return in Part III.

One way of interpreting the structured set of linguistic relationships
licensed by the frame is to analyse the frame as a knowledge representation
system that provides a potentially wide range of event sequences. According to
this view, the frame provides event-sequence potential. Given that verbs
such as buy and sel/l encode particular kinds of dynamic processes, we can
analyse these verbs as designating particular configurations of events.
According to this view, the verb selected by the speaker (for example, buy vs.
sell vs. pay) designates a particular ‘route’ through the frame: a way of relating
the various participant roles in order to highlight certain aspects of the frame.
While some ‘routes’ include obligatory relationships (invariant structure),
others are optional. For instance, pay designates a relation between BUYER and
the SELLER, which has the potential to make optional reference to GOODS and
MONEY. However, not all these participant roles need to be mentioned in any
given sentence, and when they are not mentioned, they are ‘understood’ as part
of the background. For example, in the sentence [ paid five pounds, we under-
stand that this event must also have involved a SELLER and some GOODS, even
though these are not explicitly mentioned in the sentence. This knowledge
derives from our knowledge of the event frame. Table 7.3 summarises the
‘routes’ connecting the participants encoded by verbs that are understood with
respect to the COMMERCIAL EVENT frame. Brackets indicate that an element is
optional and can therefore be omitted (that is, not explicitly mentioned in the
sentence). The symbol O indicates that an element cannot be included in
the sentence, for example *7 spent John five hundred pounds for that pile of junk.
‘I-object’ indicates that an element is the indirect object: the first element in a
double object construction like I paid John five hundred pounds for that pile of
Junk. ‘Oblique’ indicates that an element is introduced by a preposition, like for
that pile of junk.
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Table 7.3 The valence of the verbs relating to the COMMERCIAL EVENT frame
(adapted from Fillmore and Atkins 1992: 79)

BUYER SELLER GOODS MONEY

buy subject (oblique) object (oblique)
e.g. John bought the car (from the salesperson) (for £10,000)

sell (oblique) subject object (oblique)
e.g. Susan sold the car (to John) (for £10,000)

charge (I-object) subject (oblique) object
e.g. Susan charged (John) £10,000 (for the car)

spend subject (6] (oblique) object
e.g. John spent £10,000 (on the car)

pay subject (I-object) (oblique) object
e.g. John paid (Susan) £10,000 (for the car)

pay subject (oblique) (oblique) object
e.g. John paid £10,000 (to Susan) (for the car)

cost (I-object) 0 subject object
e.g. The car cost (John) £10,000

7.2.4 Speech event frames

While semantic frames like the COMMERCIAL EVENT frame describe a knowl-
edge inventory independent of the speech event, a second kind of frame pro-
vides a means of framing the discourse or communication context. This type
of frame is called the speech event frame. These frames schematise knowl-
edge about types of interactional context which contribute to the interpreta-
tion and licensing of particular lexical items and grammatical constructions.
For example, we have speech event frames for fairytales, academic lectures,
spoken conversations, obituaries, newspaper reports, horoscopes and business
letters, among others. In other words, these speech event frames contain
schematic knowledge about styles or registers of language use. It is impor-
tant to point out that while these frames are described as ‘speech event frames’,
they encompass not only events relating to spoken language, but also events
relating to written language. Each of these provides a means of framing a
particular type of linguistic interaction, with respect to which choices about
language and style (including choices about vocabulary and grammatical con-
structions) can be made and understood. Indeed, many lexical items explicitly
index a specific speech event frame, like the English expression once upon a time,
which indexes the generic FAIRYTALE frame, bringing with it certain expecta-
tions. Speech event frames, then, are organised knowledge structures that are
culturally embedded.
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7.2.5 Consequences of adopting a frame-based model

In this section, we briefly explore some of the consequences that arise from
adopting a frame-based model of encyclopaedic knowledge.

Words and categories are dependent on frames

A theory based on semantic frames asserts that word meanings can only be
understood with respect to frames. Fillmore (1982) provides an example of
this, which relates to language change. According to semantic frame theory,
words disappear from language once the frame with respect to which they are
understood is superseded by a different frame. As Fillmore observes, the word
phlogiston (meaning ‘a substance without colour, odour or weight, believed to
be given off in burning by all flammable materials’) has now disappeared from
the English language. This is because the frame against which the corre-
sponding lexical concept was understood, a theory of combustion developed in
the late seventeenth century, had, by the end of the eighteenth century, been
shown to be empirically inaccurate. As the frame disappeared, so did the word.

Frames provide a particular perspective

The words coast and shore, while both relating to the strip of land adjacent
to the sea, do so with respect to different frames: LAND DWELLING versus
SEAFARING. While coast describes the land adjacent to the sea from the per-
spective of a person on land, skore describes the same strip of land from the per-
spective of a person out at sea. It follows that a trip from ‘coast to coast’ is an
overland trip, while a trip from ‘shore to shore’ entails a journey across the sea
or some other body of water. In this way, lexical choice brings with it a partic-
ular background frame that provides its own perspective. Fillmore calls this
perspective a particular envisionment of the world.

Scene-structuring frames

From the frame semantics perspective, both closed-class and open-class units
of language are understood with respect to semantic frames. As Fillmore
observes, and as we saw in the previous chapter, cognitive semanticists view
open-class semantics as ‘providing the “content” upon which grammatical
structure performs a “configuring” function. Thinking in this way, we can see
that any grammatical category or pattern imposes its own “frame” on the mate-
rial it structures’ (Fillmore 1982: 123). For instance, the distinction between
active and passive constructions is that they provide access to distinct scene-
structuring frames. While the active takes the perspective of the AGENT in
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a sentence, the passive takes the perspective of the PATIENT. This is an idea that
we will explore further in Part III of the book when we address conventional
schematic meanings associated with closed-class constructions of this kind.

Alternate framing of a single situation

The same situation can be viewed, and therefore linguistically encoded, in mul-
tiple ways. For example, someone who is not easily parted from his money
could be described either as stingy or as thrifiy. Fach of these words is under-
stood with respect to a different background frame which provides a distinct
set of evaluations. While stingy represents a negative assessment against
an evaluative frame of GIVING AND SHARING, thrifiy relates to a frame of
HUSBANDRY (management of resources), against which it represents a positive
assessment. In this way, lexical choice provides a different way of framing a sit-
uation, giving rise to a different construal. In other words, language is rarely
‘neutral’, but usually represents a particular perspective, even when we are not
consciously aware of this as language users.

7.3 The theory of domains

Langacker’s theory of domains, like Fillmore’s theory of Frame Semantics, is
based on the assumption that meaning is encyclopaedic, and that lexical con-
cepts cannot be understood independently of larger knowledge structures.
Langacker calls these knowledge structures domains. Langacker’s theory of
domains complements Fillmore’s theory of Frame Semantics in a number of
ways.

7.3.1 What is a domain?

According to Langacker, ‘Domains are necessarily cognitive entities: mental
experiences, representational spaces, concepts, or conceptual complexes’
(Langacker 1987: 147). In other words, domains are conceptual entities of
varying levels of complexity and organisation. The only prerequisite that a
knowledge structure has for counting as a domain is that it provides back-
ground information against which lexical concepts can be understood and used
in language. For instance, expressions like hot, cold and lukewarm designate
lexical concepts in the domain of TEMPERATURE: without understanding the
temperature system, we would not be able to use these terms. In this respect,
the theory of domains is very much like Fillmore’s theory of frames.
However, the theory of domains adds to the theory of Frame Semantics in
four important respects. Firstly, while Fillmore acknowledges that concepts
can be structured in terms of multiple frames (or domains), Langacker argues
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that this is actually the typical arrangement. The range of domains that struc-
ture a single lexical concept is called the domain matrix of that concept.
Clausner and Croft illustrate this idea in the following way:

Our commonsense knowledge about birds for example includes their
shape, the fact that they are made of physical material, their activities
such as flying and eating, the avian lifecycle from egg to death, etc.
These aspects of the concept bird are specified in a variety of different
domains such as SPACE, PHYSICAL OBJECTS, LIFE, TIME, and so on.
(Clausner and Croft 1999: 7)

Secondly, Langacker addresses an additional level of conceptual organisation
that, although implicit in Fillmore’s work, was not explicitly worked out within
the theory of Frame Semantics. This relates to the distinction between basic
domains and abstract domains. This distinction rests upon the notion of
experiential grounding or embodiment which we discussed in Chapter 6.
While some basic domains like SPACE and TIME derive directly from the nature
of our embodied experience, other domains like MARRIAGE, LOVE or MEDIEVAL
MUSICOLOGY are more abstract, in the sense that, although they are ultimately
derived from embodied experience, they are more complex in nature. For
instance, our knowledge of LOVE may involve knowledge relating to basic
domains, such as directly embodied experiences like touch, sexual relations and
physical proximity, and may also involve knowledge relating to abstract domains,
such as experience of complex social activities like marriage ceremonies, hosting
dinner parties and so on. While Fillmore’s theory primarily addresses abstract
domains, Langacker’s theory addresses both basic and abstract domains.

Thirdly, as we will see in the next section, domains are organised in a hier-
archical fashion in Langacker’s model. This means that a particular lexical
concept can simultaneously presuppose a domain lower down the hierarchy
and represent a subdomain for a lexical concept further up the hierarchy (see
Figure 7.5). For example, while the concept ELBOW is understood with respect
to the domain ARM, the concept ARM is understood with respect to the domain
BODY. In this way, the relationship between domains reflects meronymic
(part—whole) relations.

Finally, Fillmore’s emphasis in developing a theory of Frame Semantics is
somewhat different from Langacker’s emphasis in developing a theory of
domains. While Fillmore, particularly in more recent work (e.g. Fillmore and
Atkins 1992), views frames as a means of accounting for grammatical behav-
iour like valence relations (recall examples (1)—(2)), Langacker’s theory of
domains is more concerned with conceptual ontology: the structure and
organisation of knowledge, and the way in which concepts are related to and
understood in terms of others.
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KNUCKLE
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BODY
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Figure 7.5 Location of the lexical concept KNUCKLE in a hierarchy of domain complexity

7.3.2 Basic, image-schematic and abstract domains

If concepts presuppose the domains against which they are understood, it
follows that there is a hierarchy of complexity leading ultimately to domains
that do not presuppose anything else. In other words, conceptual structure
must ultimately be based on knowledge that is not dependent upon other
aspects of conceptual organisation, otherwise the system would suffer from the
problem of circularity. Domains that are not understood in terms of other
domains are the basic domains we introduced above. However, given that cog-
nitive linguists reject the idea that concepts are innately given, since this view
runs counter to the cognitive theses of experientialism and emergentism, it is
important to establish the origins of these basic domains. Of course, L.angacker
argues that basic domains derive from pre-conceptual experience, such as
sensory-perceptual experience, which forms the basis of more complex knowl-
edge domains.

In order to illustrate the theory of domains and look at how they are related,
let’s consider a specific example of a hierarchy of complexity. Consider the
word knuckle. This relates to a lexical concept that is understood with respect
to the domain HAND. In turn, the lexical concept HAND is understood with
respect to the domain ARM. The lexical concept ARM is understood with
respect to the domain BODY, and the lexical concept BODY is understood more
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generally in terms of (three-dimensional) SPACE. However, it is difficult to
envisage another domain in terms of which we understand SPACE. After all,
SPACE is a domain that derives directly from sensory experience of the world,
such as visual perception and our experience of motion and touch. Therefore
SPACE appears not to be understood in terms of a further conceptual domain
but in terms of fundamental pre-conceptual experience. This hierarchy of
complexity is illustrated in Figure 7.5. Because SPACE is presupposed by all the
concepts above it, it is situated at the lowest point in the hierarchy; because
KNUCKLE requires knowledge of a greater number of domains, it is placed at
the highest point in this hierarchy.

According to Langacker, then, basic domains derive from directly embodied
experiences that are pre-conceptual in nature. This means that such experi-
ences derive either from subjective or ‘internal’ embodied experiences like
emotion, consciousness or awareness of the passage of time, or from sensory-
perceptual experiences which relate to information derived from the external
world. Subjective experiences and sensory-perceptual experiences are both
directly embodied pre-conceptual experiences; once experienced, they are rep-
resented as concepts at the conceptual level. Of course, the reader will have
noticed that this discussion is reminiscent of the discussion of image schemas
that was presented in Chapter 6. Let’s consider, then, how image schemas
relate to Langacker’s theory of domains.

Firstly, we consider in more detail what might count as basic domains and
what kinds of subjective and sensory experiences might give rise to these
domains. We begin with the sensory experiences that relate to the external
world. Vision contributes to at least two basic domains: COLOUR and SPACE.
The word ‘contribute’ is important here, particularly as it relates to the domain
of SPACE. After all, people who are blind or partially sighted still develop con-
cepts relating to SPACE. This means that other sensory capacities also contribute
to this domain, including touch, and kinaesthetic perception (the ability to
perceive self-motion). Other basic domains include PITCH (arising from
hearing experience) and TEMPERATURE, PRESSURE and PAIN (arising from touch
experience). All these domains are directly tied to sensory experience and do
not presuppose other conceptual domains.

Experiences that are subjective in nature give rise to a basic domain (or
domains) relating to EMOTION and TIME, among others. A (non-exhaustive)
inventory of basic domains is shown in Table 7.4.

Based on our discussion so far, we can identify three attributes associated
with basic domains. These are summarised in Table 7.5.

Let’s now consider how basic domains relate to image schemas. As we saw
in the previous chapter, image schemas, like basic domains, are conceptual
representations that are directly tied to pre-conceptual experience. Moreover,
a large number of lexical concepts appear to presuppose image schemas, also a
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Table 7.4 Partial inventory of basic domains

Basic domain Pre-conceptual basis

SPACE Visual system; motion and position (proprioceptive)
sensors in skin, muscles and joints; vestibular system
(located in the auditory canal — detects motion and

balance)
COLOUR Visual system
PITCH Auditory system
TEMPERATURE Tactile (touch) system
PRESSURE Pressure sensors in the skin, muscles and joints
PAIN Detection of tissue damage by nerves under the skin
ODOUR Olfactory (smell) system
TIME Temporal awareness
EMOTION Affective (emotion) system

Table 7.5 Attributes of basic domains

Basic domains:

Provide the least amount of complexity in a complexity hierarchy, where ‘complexity’ relates
to level of detail

Are directly tied to pre-conceptual embodied experience

Provide a ‘range of conceptual potential’ in terms of which other concepts and domains can be
understood.

characteristic of domains. For example, the CONTAINER image schema appears
to underlie a number of lexical concepts that we have discussed so far through-
out this book. This suggests that the CONTAINER schema might be equivalent
to a domain. However, Clausner and Croft (1999) argue that image schemas,
while deriving from sensory experience, are not quite the same thing as basic
domains. For example, they argue that the CONTAINER image schema is a rela-
tively complex knowledge structure, which is based on the basic domain SPACE
and another image schema MATERIAL OBJECT. Therefore the CONTAINER
schema does not relate to a level of least complexity and, according to this
criterion, is not equivalent to a basic domain.

A second distinction between basic domains and image schemas relates to
the idea that image schemas are abstracted from recurrent patterns of experi-
ence. It follows that image schemas are likely to contribute to the domain matri-
ces of a wide range of concepts (a domain matrix is the network of domains that
underlies a concept). In contrast, basic domains need not occur in a wide range
of domain matrices. For example, compare the image schema MATERIAL OBJECT
with the basic domain TEMPERATURE. Because MATERIAL OBJECT derives from
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Table 7.6 Distinctions between basic domains and image schemas

Basic domain Image schema

Occupies lowest position in the hierarchy Need not occupy lowest position in the
of complexity, e.g. SPACE, TIME, hierarchy of complexity, e.g. UP-DOWN,
TEMPERATURE, PITCH FRONT-BACK, CONTAINMENT, PATH

Need not occur in a wide range of domain Occurs in the widest range of domain
matrices, e.g. TEMPERATURE, ODOUR matrices, e.g. SCALE, PROCESS, OBJECT,

CONTAINMENT

Derived from subjective experience, e.g. Derived from sensory-perceptual
TIME, EMOTION, or sensory-perceptual experience only, e.g. UP-DOWN,
experience, e.g. SPACE, TEMPERATURE FRONT-BACK, CONTAINMENT, SURFACE

experience of material objects, it will contribute to the domain matrix of all
material objects: CAR, DESK, TABLE, CHAIR, VASE, TREE, BUILDING and so on.
However, TEMPERATURE contributes to the domain matrices of a more
restricted set of concepts: THERMOMETER, HOT, COLD and so on. Therefore,
basic domains can have a narrower distribution within the conceptual system
than image schemas.

A third distinction between basic domains and image schemas concerns the
idea that all image schemas are imagistic in nature: they derive from sensory
experience and therefore have image content. However, while some basic
domains like SPACE and TEMPERATURE also have image content because they are
based on pre-conceptual sensory experience, other basic domains like TIME are
ultimately derived from subjective (introspective) experience and are not
intrinsically imagistic in nature. This does not mean, however, that basic
domains that arise from subjective experience cannot be conceptualised in
terms of image content. For example, as we have seen, various emotional
STATES can be structured in terms of the CONTAINER schema, as a result of con-
ceptual metaphor. We will explore this idea further in Chapter 9. The distinc-
tions between basic domains and image schemas are summarised in Table 7.6.

In sum, an assumption central to cognitive semantics is that all human
thought is ultimately grounded in basic domains and image schemas. However,
as Langacker observes, ‘for the most part this grounding is indirect, being
mediated by chains of intermediate concepts’ (Langacker 1987: 149-50).
These intermediate concepts, which correspond to the non-bold type domains
in Figure 7.5, are abstract domains. As we have seen, an abstract domain is one
that presupposes other domains ranked lower on the complexity hierarchy.

7.3.3 Other characteristics of domains

Langacker’s proposal that encyclopaedic knowledge consists of an inventory of
basic and more abstract domains is only one step in developing a theory of the
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architecture of human conceptual organisation. In addition, Langacker sets
out a number of characteristics that identify domains.

Dimensionality

The first characteristic is dimensionality: some domains are organised
relative to one or more dimension. For example, the basic domains TIME,
TEMPERATURE and PITCH are organised along a single dimension and are thus
one-dimensional: TEMPERATURE is structured in terms of a series of points that
are conceptualised as an ordinal sequence. In contrast, SPACE is organised with
respect to two or three dimensions (a drawing of a triangle on a page is two-
dimensional, while a flesh-and-blood human is three-dimensional), and
COLOUR is organised with respect to three dimensions (BRIGHTNESS, HUE and
SATURATION). These dimensions of colour relate to distinct neuro-perceptual
mechanisms, which allow us to detect differences along these three dimensions,
affecting our perception of colour. Abstract domains can also be organised with
respect to a particular dimension or set of dimensions. For example, CARDINAL
NUMBERS (1, 2, 3,4 . . .) represent a domain ordered along a single dimension.
However, some domains cannot be characterised in terms of dimensionality; it
is not clear how we might describe the domain of EMOTION in this way, for
example.

Locational versus configurational domains

A further characteristic of domains is that they can be distinguished on the
basis of whether they are configurational or locational. This distinction
relates to whether a particular domain is calibrated with respect to a given
dimension. For example, COLOUR is a locational domain because each point
along each of its dimensions (for example, HUE) is calibrated with respect to the
point adjacent to it. In other words, each colour sensation occupies a distinct
‘point’ on the HUE dimension, so that a different point along the dimension rep-
resents a different colour experience. This contrasts with the domain of SPACE,
which is not calibrated in this way: SPACE is not locational but configurational.
For example, regardless of its position with respect to the dimension of SPACE,
the shape TRIANGLE remains a triangle rather than, say, a SQUARE.

7.3.4 Profile/base organisation

We noted earlier that lexical concepts (the meanings associated with words) are
understood with respect to a domain matrix. In other words, lexical concepts
are typically understood with respect to a number of domains, organised in a
network. One consequence of this claim is that, as we have already seen, a word

236



THE ENCYCLOPAEDIC VIEW OF MEANING

C

Figure 7.6 Scope for the concept HYPOTENUSE

provides a point of access to the entire knowledge inventory associated with a
particular lexical concept. However, if we assume that a domain matrix under-
lies each lexical concept, then we need to explain why different facets of the
encyclopaedic knowledge network are differentially important in the under-
standing of that concept. For example, consider the word hypotenuse. The
lexical concept behind this word relates to the longest side of a right-angled tri-
angle, which is illustrated in Figure 7.6. In this diagram, the hypotenuse is the
side of the triangle in bold type labelled A.

While zypotenuse provides a point of access to a potentially infinite knowledge
inventory, relating to RIGHT-ANGLED TRIANGLES, TRIANGLES in general, GEO-
METRIC FIGURES, GEOMETRIC CALCULATION, SPACE and so on, only part of this
knowledge network is essential for an understanding of the meaning of the lexical
concept. Langacker suggests an explanation for this in terms of scope, profile
and base. The essential part of the knowledge network is called the scope of a
lexical concept. The scope of a lexical concept is subdivided into two aspects,
both of which are indispensable for understanding what the word means. These
are the profile and its base, which we first introduced in Chapter 5. The profile
is the entity or relation designated by the word, and the base is the essential part
of the domain matrix necessary for understanding the profile. In the case of our
example hypotenuse, this word profiles or designates the longest side in a right
angled-triangle, while the base is the entire triangle, including all three of its
sides. Without the base, the profile would be meaningless: there is no hypotenuse
without a right-angled triangle. Hence, the word hypotenuse designates a partic-
ular substructure within a larger conceptual structure. As Langacker explains it,
“T'he semantic value of an expression resides in neither the base nor the profile
alone, but only in their combination’ (LL.angacker 1987: 183).

One consequence of the profile/base relation is that the same base can
provide different profiles. Consider Figure 7.7, which depicts a CIRCLE. This
base can give rise to numerous profiles, including ARC (Figure 7.7(a)), RADIUS
(Figure 7.7(b)), DIAMETER (Figure 7.7(c)), CIRCUMFERENCE (Figure 7.7(d)),
and so on.

Now let’s consider a more complex example. The word uncle profiles an entity
with a complex domain matrix. This includes at least the following abstract
domains: GENEALOGY, PERSON, GENDER, SEXUAL INTERCOURSE, BIRTH, LIFE
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(a) ARC (b) RADIUS

(c) DIAMETER (d) CIRCUMFERENCE

Figure 7.7 Different profiles derived from the same base

CYCLE, PARENT/CHILD RELATIONSHIP, SIBLING RELATIONSHIP, EGO. The base
for the lexical concept UNCLE is the conceived network of FAMILIAL RELATIONS
represented in Figure 7.8. Against this base, uncle profiles an entity related to
the EGO by virtue of being a MALE SIBLING of EGO’s mother or father.

7.3.5 Active zones

As we have seen, the encyclopaedic view of meaning recognises that, in ordi-
nary speech, the meaning associated with a lexical item undergoes ‘modulation’
as aresult of the context in which it is used. This means that typically only part
of an entity’s profile is relevant or active within a particular utterance. This part
of the profile is called the active zone. Consider the examples in (5).

(5) a. The footballer headed the ball.
b. The footballer kicked the ball.
c. The footballer frowned at the referee.
d. The footballer waved at the crowd.
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Figure 7.8 Familial network in which UNCLE is profiled

While the footballer is profiled in each of these examples, a different active
zone is evident in each example. For instance, in (5a) the active zone is the
footballer’s forehead (Figure 7.9(a)); in (5b) the active zone is the footballer’s
foot (Figure 7.9(b)); in (5¢) the active zone is the footballer’s face (Figure 7.9(c));
and in (5d) the active zone is the footballer’s hands and arms (figure 7.9(d)).

Let’s now illustrate how the phenomenon of active zones is evident in lan-
guage use. Consider the example in (6).

(6) This red pen isn’t red.

The idea of active zones helps to explain why this apparently contradictory
sentence can give rise to a non-contradictory interpretation. If we interpret
the sentence in (6) to mean that a pen whose ink is red is not coloured red,
or indeed that a pen that is coloured red does not contain red ink, then we
do so by assigning each instance of red a different active zone. One active
zone relates to the contents of the pen that result in coloured marks on
paper while the other active zone corresponds to the outer body of the pen.
This example shows how active zone phenomena are at work in discourse,
enabling speakers and hearers to ‘search through’ the inventory of knowledge
associated with each word and to ‘select’ an interpretation licensed by the
context.
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(a) (b) () (d)

Figure 7.9 Active zones for the sentences in (5)

7.4 The perceptual basis of knowledge representation

In this section, we return to the issue of how cognitive psychologists charac-
terise conceptual structure. In particular, we return to the issue of simulations,
which we introduced briefly in section 7.2.2, and attempt to see how these can
be incorporated into a theory of frames. Of course, this relates to the more
general question we have been pursuing in this chapter: what do the mental
representations that underpin language ‘look like’? For cognitive linguists, the
answer lies in the thesis of embodied cognition which gives concepts a funda-
mentally perceptual character. As Langacker argues, for instance, concepts are
ultimately grounded in terms of basic domains which represent knowledge
arising from foundational aspects of experience relating either to sensory expe-
rience of the external world or to subjective (or introspective) states. Our objec-
tive in this section, then, is to provide a sense of how the models of knowledge
representation being developed in cognitive semantics are increasingly conso-
nant with theories being developed in cognitive psychology. In particular, we
address some of the more recent ideas that have been proposed by cognitive
psychologist Lawrence Barsalou.

In his (1999) paper Perceprual Symbol Systems, Barsalou argues that there is
a common representational system that underlies both perception (our ability
to process sensory input from the external world and from internal body states
such as consciousness or experience of pain) and cognition (our ability to
make this experience accessible to the conceptual system by representing it as
concepts, together with the information processing that operates over those
concepts). One property of cognition that distinguishes it from perception is
that cognition operates off-line. In other words, cognitive processing employs
mental representations (concepts) that are stored in memory, and thereby frees
itself from the process of experiencing a particular phenomenon every time
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that experience is accessed and manipulated. For instance, when planning a
long car journey, we can predict roughly at what points in the journey we will
need to stop and refuel. In other words, we can make predictions based on our
concept — or frame — for CAR. We can make these predictions on the basis of
past experiences, which come to form part of the mental representation asso-
ciated with our mental knowledge of cars. This means we can make predictions
about fuel consumption on a forthcoming journey rather than just getting into
the car and waiting to see when the petrol runs out.

According to Barsalou, perceptual symbols (concepts) are neural represen-
tations stored in sensory-motor areas of the brain. He describes perceptual
symbols as ‘records of the neural states that underlie perception. During per-
ception, systems of neurons in sensory-motor regions of the brain capture
information about perceived events in the environment and in the body’
(Barsalou 1999: 9). For example, consider the concept HAMMER. The percep-
tual symbol for this concept will consist of information relating to its shape,
weight, texture, colour, size and so on, as well as sensory-motor patterns
consistent with the experience of using a hammer (derived from our experi-
ence of banging a nail into a piece of wood, for example). It follows that per-
ceptual symbols are multi-modal, drawing information from different
sensory-perceptual and introspective (subjective) input ‘streams’.

However, perceptual symbols do not exist independently of one another.
Instead, they are integrated into systems called simulators. A simulator is
a mental representation that integrates and unifies related perceptual symbols
(for example, all our experiences with hammers). Two kinds of information are
extracted from simulators. The first is a frame, which we discussed earlier in
the chapter (section 7.2.2). A frame is schematic in nature, abstracting across
arange of different perceptual symbols for hammers. Hence, it provides a rela-
tively stable representation (a concept) of HAMMER, drawing together what is
uniform about our experience with tools of this kind.

The second kind of information extracted from a simulator is a simulation.
A simulation is an ‘enactment’ of a series of perceptual experiences, although
in attenuated (weakened) form. For instance, if we say ‘imagine you’re using a
hammer . . .’, this utterance allows you to construct a simulation in which you
can imagine the hammer, feel a sense of its weight and texture in your hand,
and sense how you might swing it to strike another object. Therefore, part of
our knowledge of the concept HAMMER includes a schematic frame relating to
the kinds of knowledge we associate with hammers, as well as simulations that
provide representations of our perceptual experience of hammers. Crucially,
both frames and simulations derive from perceptual experience.

Evidence for the view that conceptual structure has a perceptual basis,
and for the view that concepts (represented in terms of frames) can give
rise to simulations, comes from a range of findings from neuroscience, the
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interdisciplinary study of brain function. This area of investigation has begun
to provide support for the thesis that cognition is grounded in perceptual
symbol systems of the kind proposed by Barsalou. For example, it is now clear
that damage to parts of the brain responsible for particular kinds of perception
also impairs our ability to think and talk about concepts that relate to those
areas of perceptual experience. For example, damage to motor and somatosen-
sory (touch) areas affects our ability to think about and identify conceptual
categories like tools which relate to motor and somatosensory experience.
Similarly, damage to areas of the brain that process visual perception affects
our ability to access or manipulate conceptual categories that relate to visual
experience. Evidence from experiments based on descriptive tasks also sug-
gests that conceptual representation is perceptual in nature. For example,
when a subject sitting in a lab without a perceptual stimulus is asked to describe
a car, he or she will typically describe the car from a particular ‘perspective’:
subjects tend not to list attributes in a random order, but to describe the parts
of the car that are near each other first. Moreover, when a context is provided,
this can influence the simulated perspective: subjects who are told to imagine
that they are standing outside the car will describe different attributes of a car,
and in a different order, compared with subjects who are told to imagine that
they are sitting inside the car. This type of experiment suggests that the CAR
frame, together with its associated simulations, is based on sensory-motor
experience of cars.

Before concluding, let’s briefly compare models that assume a perceptual
basis for mental representation with the type of model adopted in formal lin-
guistics. Since the emergence of the Chomskyan mentalist model of language
in the mid-twentieth century which firmly focused attention on language as a
cognitive phenomenon and the simultaneous rise of cognitive science, theories
of mental representation have adopted a non-perceptual view. This is some-
times called an amodal view, because it views conceptual structure as based
not on perceptual (modal) states, but on a distinct kind of representational
system. According to Barsalou, cognitive science was influenced in this respect
by formalisms that emerged from branches of philosophy and mathematics
(such as logic), and from the development of computer languages in computer
science and artificial intelligence. Moreover, the prevalence of the modular
theory of mind, not only in linguistics but also in cognitive psychology, repre-
sented a widespread view of perception and cognition as separable systems,
operating according to different principles. This view is inherent in Fodor’s
theory of mind, for example, which is outlined in his book The Modularity of
Mind (1983). According to this theory, there are three distinct kinds of mental
mechanisms: transducers (which receive ‘raw’ sensory-perceptual input and
‘translate’ it into a form that can be manipulated by the other cognitive
systems), central systems (which do the ‘general’ cognitive work such as
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reasoning, inference and memory) and modules (specialised and encapsulated
systems of knowledge that mediate between the transducers and the central
systems).

In non-perceptual systems for mental representation, words assume primary
importance as symbols for mental representations. For example, in early
approaches to lexical semantics, feature lists employed words to stand for
semantic features:

7 Bachelor
+ MALE
— MARRIED
+ ADULT

In formal semantics, the language of predicate calculus was adopted, which also
based semantic features on words. While semanticists who rely upon compo-
nential and formal methods do not assume that words literally make up the
content of the mental representations they stand for, they do rely upon items
of natural language as a metalanguage for describing natural language, an
approach that entails obvious difficulties. For example, if we rely on real
words to express concepts, this limits the set of concepts to the set of real
words. As we have seen, recent developments in cognitive psychology suggest
that conceptual structure actually has a perceptual basis. These ideas, together
with the empirical evidence that is beginning to be gathered, is consonant
with the claims of cognitive semantics, particularly the thesis of embodied
cognition.

7.5 Summary

In this chapter, we have explored one of the central theses of cognitive linguis-
tics: that meaning is encyclopaedic in nature. This view relates to the open-
class semantic system and holds that word meaning cannot be understood
independently of the vast system of encyclopaedic knowledge to which it is
linked. In addition, cognitive semanticists argue that semantic knowledge is
grounded in human interaction with others (social experience) and with the
world around us (physical experience). The thesis of embodied cognition
central to cognitive linguistics entails that mental representations are percep-
tual in nature. We briefly considered recent perspectives from cognitive psy-
chology that also suggest that knowledge is represented in the mind as
perceptual symbols: representations that are fundamentally perceptual in
nature. In order to elaborate the notion of encyclopaedic semantics, we
explored two theories of semantics that have been particularly influential in
developing this approach to meaning: (1) the theory of Frame Semantics
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developed by Charles Fillmore, and (2) the theory of domains developed
by Ronald Langacker. While these two theories were developed for different
purposes, together they provide the basis for a theory of encyclopaedic seman-
tics that is presupposed by much current work on lexical semantics and con-
ceptual structure in cognitive semantics, and in cognitive linguistics more
generally.

Further reading

The encyclopaedic view of meaning

* Haiman (1980). Haiman (a typologist) considers and rejects argu-
ments for assuming a dictionary view of word meaning. Haiman argues
in favour of an encyclopaedic account.

* Langacker (1987). The first volume in Langacker’s two-volume
overview of Cognitive Grammar provides a detailed case for an ency-
clopaedic approach to linguistic meaning. See Chapter 4 in particular.

* Tyler and Evans (2003). Tyler and Evans also make the case for an
encyclopaedic account of word meaning, applying this approach to
a single and highly complex lexical class: the English prepositions.

Frame semantics

* Fillmore (1975)

* Fillmore (1977)

Fillmore (1982)

Fillmore (1985a)

* Fillmore and Atkins (1992)

Listed above are the key papers that have given rise to the Frame Semantics
approach. The paper by Fillmore and Atkins (1992) presents a detailed analy-
sis of the semantic frame for RISK. The words in this set include: risk, danger,
peril, hazard and neighbouring words such gamble, invest and expose. More
recently, Fillmore has been leading the FrameNet project. This project applies
the theory of Frame Semantics with a view to developing an electronic frame-
based dictionary. For further details and references see the FrameNet website:
www.icsi.berkeley.edu/framenet/.

The theory of domains

* Langacker (1987). This is the key source for the theory of domains.
See Part II of the book in particular.
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* Taylor (2002). This introduction to Langacker’s theory has a number
of very good chapters on the theory of domains. See in particular chap-
ters 10, 11, 22 and 23.

Frames and perceptual symbol systems

* Barsalou (1992a). This paper provides a comprehensive and yet
concise introduction to an influential theory of frames and framing by
a leading researcher in this area.

* Barsalou (1992b). An excellent and very accessible overview of key
ideas in cognitive psychology. Chapter 7 is a particularly good intro-
duction to knowledge representation, concepts and frames.

* Barsalou (1999). This paper provides points of entry into the litera-
ture on perceptual symbol systems and simulation in mental repre-
sentation. In particular it develops Barsalou’s own theory of the
percepetual basis of conceptual structure.

* Barsalou (2003). This paper summarises and reviews the empirical evi-
dence that supports the perspective presented in Barsalou’s 1999 paper.

Exercises

7.1 Examining the dictionary view

What distinctions are central to the dictionary view of word meaning? Outline
the advantages and disadvantages of this account.

7.2 Centrality

In view of the distinction between conventional, generic, intrinsic and charac-
teristic knowledge (section 7.1.4), provide a characterisation for the following
lexical items: apple, diamond, crocodile.

7.3 Fillmore’s Frame Semantics versus Langacker’s theory of domains

What are the key similarities and differences, as you see them, between
Fillmore’s Frame Semantics and Langacker’s theory of domains?

7.4 Frames

Identify the frames associated with the following lexical items:

(a) Saturday
(b) breakfast
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(c) widow
(d) celibacy
(e) (to)lend

7.5 Frames and participant roles

Provide a Frame Semantics analysis of the distinction between the verbs (o)
borrow and (t0) lend. You will need to say what participant role(s) each verb is
associated with and provide evidence with example sentences.

7.6 Framing and culture

Now consider the lexical item Prime Minister. Say what frame this belongs to,
giving as much detail as possible in terms of other elements. In what way is this
frame culture-dependent?

7.7 Base, domain and domain matrix

What is the distinction between a base, a domain and a domain matrix? Provide
examples to illustrate.

7.8 Domains and hierarchies of complexity

Provide hierarchies of complexity for the following lexical items:

(a) toe

(b) spark plug

(c) (a) second [= unit of time]
(d) Prime Minister

Did you have any difficulties establishing a hierarchy of complexity for Prime
Minister? Comment on why this might be.

7.9 Domain matrix

Provide a domain matrix for Prime Minister. Does this shed any light on why
you may have had difficulties in exercise 7.8(d)? Now consider the domain
matrices for President and Monarch respectively. What are your assumptions in
terms of political systems?
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7.10 Profile-base organisation

Give a characterisation of Prime Minister in terms of profile-base organisation.
How is this distinct from profile-base organisation for President?

7.11 Image schemas versus basic domains

Consider the following lexical items. Based on the discussion in this chapter,
which aspects of the meaning associated with these lexical items would you
model in terms of image schemas and which in terms of (basic) domains?
Explain how you reached your conclusions.

(a) cup
(b) container
(c) (to) push
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Categorisation and idealised cognitive models

In this chapter, we continue our exploration of the human conceptual system
by focusing on categorisation: our ability to identify perceived similarities (and
differences) between entities and thus group them together. Categorisation
both relies upon and gives rise to concepts. Thus categorisation is central to
the conceptual system, because it accounts, in part, for the organisation of
concepts within the network of encyclopaedic knowledge. Categorisation is
of fundamental importance for both cognitive psychologists and semanticists,
since both disciplines require a theory of categorisation in order to account for
knowledge representation and indeed for linguistic meaning. Central to this
chapter is the discussion of findings that emerged from the work of cognitive
psychologist Eleanor Rosch and her colleagues in the 1970s, and the impact of
these findings on the development of cognitive semantics. In particular, we
will be concerned with the work of George Lakoft, who addressed findings
relating to prototype structure and basic level categories revealed by
research in cognitive psychology, and who developed a cognitive semantic
theory of idealised cognitive models (ICMs) in order to account for these
phenomena. The influence of Lakoff’s research, and of his book Women, Fire
and Dangerous Things (1987), was important for the development of cognitive
semantics. In particular, this book set the scene for cognitive semantics
approaches to conceptual metaphor and metonymy, lexical semantics (word
meaning) and grammatical structure. In this chapter, then, we set out the the-
oretical background of Chapters 9 and 10 where we will address Lakoff’s
theory of conceptual metaphor and metonymy and his theory of word
meaning in detail.

We begin the chapter by explaining how Rosch’s research on categorisation
was important in the development of cognitive semantics, setting this discussion
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against the context of the classical view of categorisation that was superseded by
Rosch’s findings. We then look in detail at the findings to emerge from Rosch’s
research (section 8.2) and explore the development of Lakoff’s theory of cogni-
tive models that was developed in response to this research (section 8.3). Finally,
we briefly explore the issue of linguistic categorisation in the light of the empir-
ical findings and theoretical explanations presented in this chapter (section 8.4).

8.1 Categorisation and cognitive semantics

In the 1970s the definitional or classical theory of human categorisation — so
called because it had endured since the time of the ancient Greek philosophers
over 2,000 years ago — was finally called into question. The new ideas that con-
tributed most significantly to this development are grouped together under the
term prototype theory, which emerged from the research of Eleanor Rosch and
her colleagues. In fact, ‘Prototype Theory’ was less a theory of knowledge rep-
resentation than a series of findings that provided startling new insights into
human categorisation. In so far as the findings led to a theory, Rosch proposed
in her early work that humans categorise not by means of the necessary and
sufficient conditions assumed by the classical theory (to which we return
below), but with reference to a prototype: a relatively abstract mental repre-
sentation that assembles the key attributes or features that best represent
instances of a given category. The prototype was therefore conceived as a
schematic representation of the most salient or central characteristics associated
with members of the category in question.

A problem that later emerged was that the view of prototypes as mental
representations failed to model the relational knowledge that humans
appear to have access to (recall from the last chapter that relational knowledge
is one of the properties of encyclopaedic knowledge addressed by Frame
Semantics). These criticisms led to further developments in prototype theory.
Some scholars argued for a revised view of the prototype, suggesting that
the mental representation might correspond to an exemplar: a specific cat-
egory member or ‘best example’ of a category, rather than a schematic
group of attributes that characterise the category as a whole. However, these
exemplar-based models of knowledge representation were also problem-
atic because they failed to represent the generic information that humans
have access to when they use concepts in order to perform a host of concep-
tual operations, including categorisation. Indeed, the most recent theories of
categorisation assert that a key aspect of knowledge representation is the
dynamic ability to form simulations, an idea that was introduced in the
previous chapter. Thus, in a number of respects, prototype theory has been
superseded by more recent empirical findings and theories. Despite this,
there are a number of reasons why a chapter on categorisation in general, and
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prototype theory in particular, is essential for a thorough understanding of
cognitive semantics.

Firstly, an investigation of prototype theory provides a picture of the histor-
ical context against which cognitive linguistics emerged as a discipline. The
development of prototype theory in the 1970s resonated in important ways with
linguists whose research would eventually contribute to defining the field of
cognitive semantics. Charles Fillmore and George Lakoff were both members
of faculty at the University of California at Berkeley where Eleanor Rosch was
also conducting her research, and both were influenced by this new approach to
categorisation. For Lakoff in particular, Rosch’s discovery that psychological
categories did not have clearly definable boundaries but could instead be
described as having ‘fuzzy’ boundaries reflected his own views about language:
Lakoft thought that lexical and grammatical categories might also be most
insightfully conceived as categories with rather fluid membership. This led
Lakoff to apply this new view of psychological categories to linguistic categories
(such as word meanings). In this way, ‘Prototype Theory’ inspired some of the
early research in cognitive semantics.

Secondly, and perhaps more importantly, although it now seems that proto-
type theory cannot be straightforwardly interpreted as a theory of knowledge
representation, the empirical findings that emerged from this research demand
to be accounted for by any theory of categorisation. In other words, the proto-
type effects or typicality effects that Rosch discovered are psychologically
real, even if the early theories of knowledge representation that were proposed
to account for these effects have been shown to be problematic. Indeed, a central
concern in Lakoff’s (1987) book was to address the problems that early prototype
theory entailed, and to propose in its place a theory of cognitive models.

Thirdly, as we mentioned above, Lakoff’s (1987) book set the scene for the
development of three important strands of research within cognitive linguis-
tics: (1) Conceptual Metaphor Theory (Chapter 9); (2) cognitive lexical
semantics (Chapter 10); and (3) a cognitive approach to grammar that
influenced the well-known constructional approach developed by his student
Adele Goldberg (to which we return in Part III of this book).

Finally, Women, Fire and Dangerous Things, despite its rather meandering
presentation, in many ways defines the two key commitments of cognitive lin-
guistics: the ‘Generalisation Commitment’ and the ‘Cognitive Commitment’.
Lakoff’s book took what was then a relatively new set of findings from cogni-
tive psychology and sought to develop a model of language that was compati-
ble with these findings. In attempting to model principles of language in terms
of findings from cognitive psychology, Lakoff found himself devising and
applying principles that were common both to linguistic and conceptual phe-
nomena, which thus laid important foundations for the cognitive approach to
language.
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8.1.1 The classical theory

Before presenting Rosch’s findings concerning categorisation, it is important to
set her research in some historical context. The ‘classical theory’ of categorisa-
tion was the prevalent model since the time of Aristotle and holds that concep-
tual and linguistic categories have definitional structure. This means that an
entity represents a category member by virtue of fulfilling a set of necessary
and (jointly) sufficient conditions for category membership. These condi-
tions are called ‘necessary and sufficient’ because they are individually neces-
sary but only collectively sufficient to define a category. Traditionally, the
conditions were thought to be sensory or perceptual in nature. To illustrate,
consider once more the familiar lexical concept BACHELOR. For an entity to
belong to this category, it must adhere to the following conditions: ‘is not
married’; ‘is male’; ‘is an adult’. Fach of these conditions is necessary for defin-
ing the category, but none of them is individually sufficient because ‘is not mar-
rried’ could equally hold for SPINSTER, while ‘is male’ could equally hold for
HUSBAND, and so on. In theories of linguistic meaning, necessary and sufficient
conditions have taken the form of semantic primitives or componential
features, an idea that we have mentioned in previous chapters (recall our dis-
cussion of semantic universals in Chapter 3 and our discussion of the dictionary
view of linguistic meaning in Chapter 7). As we have seen, the idea of semantic
primitives has been influential in semantic theories that adopt the formal ‘men-
talist’ view proposed by Chomsky, which is primarily concerned with modelling
an innate and specialised system of linguistic knowledge. This is because, in
principle at least, semantic primitives suggest the possibility of a set of univer-
sal semantic features that can be combined and recombined in order to give rise
to an infinite number of complex units (word meanings). This approach is rem-
iniscent of the characterisation of human speech sounds in phonetics and
phonology, where a bundle of articulatory features makes up each speech sound.
It is also reminiscent of the characterisation of sentence structure in terms of
strings of words that combine to make phrases, which then combine to make
sentences. In other words, the influence of the semantic decomposition
approach reflects the influence of structural approaches to sound and grammar
upon the development of theories of word meaning. This kind of approach is
attractive for a formal theory because it enables the formulation of precise state-
ments which are crucial to the workings of the ‘algorithmic’ or ‘computational’
model favoured by these approaches. For example, Katz (1972) argued that the
English noun c¢hair names a category that can be decomposed into the set of
semantic features or markers shown in Table 8.1.

However, while many (usually formal) linguists would argue that ‘decompo-
sitional’ approaches have worked rather well for modelling the structural
aspects of language such as phonology or syntax, many linguists (both formal
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Table 8.1 Semantic features or markers for the category CHAIR

OBJECT
PHYSICAL

NON-LIVING

ARTEFACT

FURNITURE

PORTABLE

SOMETHING WITH LEGS
SOMETHING WITH A BACK
SOMETHING WITH A SEAT
SEAT FOR ONE

and cognitive) also recognise that the classical decompositional theory of word
meaning suffers from a number of problems. We discuss here three of the most
serious problems with this approach.

8.1.2 The definitional problem

While the classical theory holds that categories have definitional structure, in
practice it is remarkably difficult to identify a precise set of conditions that are
necessary and sufficient to define a category. This requires the identification of
all those features that are shared by all members of a category (necessary
features) and that together are sufficient to define that category (no more
features are required). The following famous passage from the philosopher
Wittgenstein’s discussion of the category GAME illustrates the difficulty inher-
ent in this approach:

Consider for example the proceedings that we call ‘games’. I mean
board-games, card-games, ball-games, Olympic games and so on.
What is common to them all? — Don’t say: “There must be something
common, or they would not be called “games”’ — but look and see
whether there is anything common to all. — For if you look at them you
will not see something that is common to all, but similarities, relation-
ships, and a whole series of them at that. To repeat: don’t think, but
look! — For example at board-games, with their multifarious relation-
ships. Now pass to card-games; here you find many correspondences
with the first group, but many common features drop out, and others
appear. When we pass next to ball-games, much that is common is
retained, but much is lost. — Are they all ‘amusing’? Compare chess
with noughts and crosses. Or is there always winning and losing, or
competition between players? Think of patience. In ball-games there
is winning and losing; but when a child throws his ball at the wall and
catches it again, this feature has disappeared. Look at the parts played
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by skill and luck; and at the difference between skill in chess and skill
in tennis. Think now of games like ring-a-ring-a-roses; here is the
element of amusement, but how many other characteristic features
have disappeared! And we can go through the many, many other
groups in the same way; we see how similarities crop up and disappear.

(Wittgenstein 1958: 66)

This passage reveals that there is no single set of conditions that is shared by
every member of the category GAME. While some games are characterised by
AMUSEMENT, like tiddlywinks, others are characterised by LUCK, like dice games,
still others by SKILL or by COMPETITION, like chess. In other words, it appears to
be impossible to identify a definitional structure that neatly defines this category.
To present a simpler example, consider the category CAT. We might define this
category as follows: ‘is a mammal’; ‘has four legs’; ‘is furry’; ‘has a long tail’; ‘has
pointy ears’. What happens if your cat gets into a fight and loses an ear? Or gets
ill and loses its fur? Does it then stop being a member of the category CAT? The
definitional approach therefore suffers not only from the problem that the defi-
nitions are often impossible to identify in the first place, but also from the
problem that definitions are, in reality, subject to exceptions. A three-legged
one-eared hairless cat is still a cat. It seems, then, that a category need not have a
set of conditions shared by all members in order to ‘count’ as a meaningful cate-
gory in the human mind. It is important to emphasise here that we are not dealing
with scientific categories, but with the everyday process of categorisation that
takes place in the human mind on the basis of perceptual features. While a biol-
ogist could explain why a three-legged one-eared hairless cat still ‘counts’ as a
member of that species from a scientific perspective, what cognitive psycholo-
gists and linguists want to explain is how the human mind goes about making
these kinds of everyday judgements in the absence of scientific knowledge.

8.1.3 The problem of conceptual fuzziness

A second problem with the classical view is that definitional structure entails
that categories have definite and distinct boundaries. In other words, an entity
either will or will not possess the ‘right’ properties for category membership.
Indeed, this appears to be the case for many categories. Consider the category
ODD NUMBER. As we learn at school, members of this category are all those
numbers that cannot be divided by 2 without leaving a remainder: 1, 3,5, 7,9
and so on. This category has clearly defined boundaries, because number is
either odd or even: there is no point in between. However, many categories are
not so clearly defined but instead have ‘fuzzy’ boundaries. Consider the cate-
gory FURNITURE. While TABLE and CHAIR are clearly instances of this category,
it is less clear whether CARPET should be considered a member. Consider the
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Table 8.2 Problems for the classical theory of categorisation

Definitional problem: difficult or impossible to identify the set of necessary and sufficient
conditions to define a category

The problem of conceptual fuzziness: not all categories have clear boundaries

The problem of typicality: many categories, including some with clear boundaries, exhibit
typicality effects

category BIRD. While it is obvious that birds like ROBIN and SPARROW belong to
this category, it is less obvious that animals like PENGUINS and OSTRICHES do,
neither of which can fly. The difficulty in deciding to set the boundary for
certain categories is the problem of conceptual ‘fuzziness’. If the classical
theory of categorisation is correct, this problem should not arise.

8.1.4 The problem of prototypicality

The third problem with the definitional view of categories is related to the
problem of conceptual fuzziness, but while the problem of conceptual fuzzi-
ness concerns what happens at the boundaries of a category, the problem of
prototypicality concerns what happens at the centre of a category. As we will
see in the next section, findings from experimental cognitive psychology reveal
that categories give rise to prototype or typicality effects. For example, while
people judge TABLE or CHAIR as ‘good examples’ or ‘typical examples’ of the
category FURNITURE, CARPET is judged as a less good example. These asym-
metries between category members are called typicality effects. While we might
expect this to happen in the case of categories that have fuzzy boundaries,
experiments have revealed that categories with distinct boundaries also show
typicality effects. For example, Armstrong ez al. (1983) found that the category
EVEN NUMBERS exhibits typicality effects: participants in their experiments
consistently rated certain members of the category including 2°, ‘4’, ‘6’, and
‘8> as ‘better’ examples of the category than, say, ‘98’ or ‘10,002’. Categories
that exhibit typicality effects are called graded categories. Typicality effects
represent a serious challenge for the classical theory, because if each member
of a category shares the same definitional structure, then each member should
be equally ‘typical’. These problems with the classical theory of categorisation
are summarised in Table 8.2.

8.1.5 Further problems

Laurence and Margolis (1999) discuss further problems with this approach
which we mention only briefly here. These are what they call the problem
of psychological reality and the problem of ignorance and error.
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The problem of psychological reality relates to the fact that there is no evidence
for definitional structure in psychological experiments. For example, we might
expect words with a relatively ‘simple’ definitional structure or small set of fea-
tures (like, say, man) to be recognised more rapidly in word-recognition exper-
iments than words with a more ‘complex’ definitional structure or greater
number of features (like, say, cousin). This expectation is not borne out by
experimental evidence. The problem of ignorance and error relates to the fact
that it is possible to possess a concept without knowing what its properties are.
In other words, possessing a concept is not dependent upon knowing its defi-
nition. For example, it is possible to have the concept WHALE while mistakenly
believing that it belongs to the category FISH rather than the category MAMMAL.

8.2 Prototype theory

Prototype theory is most closely associated with the experimental research of
cognitive psychologist Eleanor Rosch and her colleagues. In this section, we
present an overview and discussion of Rosch’s research, which is largely based
on experimental findings.

8.2.1 Principles of categorisation

Prototype theory posits that there are two basic principles that guide the for-
mation of categories in the human mind: (1) the principle of cognitive
economy, and (2) the principle of perceived world structure. These prin-
ciples together give rise to the human categorisation system.

Principle of cognitive economy

This principle states that an organism, like a human being, attempts to gain as
much information as possible about its environment while minimising cogni-
tive effort and resources. This cost-benefit balance drives category forma-
tion. In other words, rather than storing separate information about every
individual stimulus experienced, humans can group similar stimuli into cate-
gories, which maintains economy in cognitive representation.

Principle of perceived world structure

The world around us has correlational structure. For instance, it is a fact
about the world that wings most frequently co-occur with feathers and the
ability to fly (as in birds), rather than with fur or the ability to breathe under-
water. This principle states that humans rely upon correlational structure of
this kind in order to form and organise categories.
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8.2.2 The categorisation system

These two principles give rise to the human categorisation system. While the
principle of cognitive economy has implications for the level of detail or level
of inclusiveness with which categories are formed, the principle of correla-
tional structure has implications for the representativeness or prototype
structure of the categories formed (Rosch 1977, 1978). Rosch (1978) suggests
that this gives rise to a categorisation system that has two dimensions: a hori-
zontal and a vertical dimension. This idea is represented in Figure 8.1.

The vertical dimension relates to the level of inclusiveness of a particular
category: the higher up the vertical axis a particular category is, the more inclu-
sive it is. Consider the category DOG in Figure 8.1. Relative to this category, the
category MAMMAL is higher up the vertical axis and includes more members
than the category DOG. The category MAMMAL. is therefore more inclusive than
the category DOG. The category COLLIE, however, is lower on the vertical axis
and has fewer members; this category is less inclusive than the category DOG.
In contrast, the horizontal dimension relates to the category distinctions at the
same level of inclusiveness. Hence, while DOG and CAR are distinct categories,
they operate at the same level of detail. In the next two subsections, we look in
more detail at the evidence for these two dimensions of categorisation.

8.2.3 The vertical dimension

The vertical dimension derives from the discovery by Rosch and her colleagues
(Rosch ez al. 1976) that categories can be distinguished according to level of
inclusiveness. Inclusiveness relates to what is subsumed within a particular
category. As we have seen, the category FURNITURE is more inclusive than the
category CHAIR because it includes entities like DESK and TABLE in addition to
CHAIR. In turn, CHAIR is more inclusive than ROCKING CHAIR because it includes
other types of chairs in addition to rocking chairs. The category ROCKING CHAIR

Level of inclusiveness

vehicle mammal furniture

Segmentation of
car dog chair categories
saloon collie rocking chair

Figure 8.1 The human categorisation system
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Table 8.3 Example of a taxonomy used by Rosch ¢z a/. (1976) in basic-level category
research

Superordinate level Basic level Subordinate level
CHAIR KITCHEN CHAIR
LIVING-ROOM CHAIR
FURNITURE TABLE KITCHEN TABLE
DINING-ROOM TABLE
LAMP FLOOR LAMP
DESK LAMP

only includes rocking chairs, and therefore represents the least inclusive level of
this category. Rosch and her colleagues found that there is a level of inclusive-
ness that is optimal for human beings in terms of providing optimum cogni-
tive economy. This level of inclusiveness was found to be at the mid-level of
detail, between the most inclusive and least inclusive levels: the level associated
with categories like CAR, DOG and CHAIR. This level of inclusiveness is called the
basic level, and categories at this level are called basic-level categories.
Categories higher up the vertical axis, which provide less detail, are called
superordinate categories. Those lower down the vertical axis, which provide
more detail, are called subordinate categories. This is illustrated in Table 8.3.

In a remarkable series of experiments, Rosch found that basic-level categories
provided the most inclusive level of detail at which members of a particular cat-
egory share features in common. In other words, while the superordinate level
(e.g. MAMMAL) is the most inclusive level, members of categories at this level of
inclusiveness share relatively little in common when compared to members of
categories located at the basic level of inclusiveness (e.g. DOG).

Attributes

Rosch et al. (1976) found that the basic level is the level at which humans are
best able to list a cluster of common attributes for a category. To investigate
this, Rosch and her colleagues gave subjects 90 seconds to list all the attributes
they could think of for each of the individual items listed in a particular tax-
onomy. Six of the taxonomies used by Rosch et al. are presented in Table 8.4.
(It is worth pointing out to British English readers that because Rosch’s exper-
iments were carried out in the United States, some of the American English
expressions may be unfamiliar.)

Table 8.5 lists common attributes found for three of these taxonomies. In the
table, lower levels are assumed to have all the attributes listed for higher levels
and are therefore not repeated. Table 8.5 illustrates the fact that subjects were
only able to provide a minimal number of shared attributes for superordinate
categories. In contrast, a large number of attributes were listed as being shared
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Table 8.4 Six of the taxonomies used by Rosch ez a/. (1976) as stimuli

Superordinate

Basic level

Subordinates

MUSICAL INSTRUMENT

FRUIT

TOOL

CLOTHING

FURNITURE

VEHICLE

GUITAR
PIANO
DRUM

APPLE
PEACH
GRAPES

HAMMER
SAW
SCREWDRIVER

PANTS
SOCKS
SHIRT

TABLE
LAMP
CHAIR

CAR
BUS
TRUCK

FOLK GUITAR
GRAND PIANO
KETTLE DRUM

DELICIOUS APPLE
FREESTONE PEACH
CONCORD GRAPES

BALL-PEEN HAMMER
HACK HAND SAW
PHILLIPS SCREWDRIVER

LEVIS
KNEE SOCKS
DRESS SHIRT

KITCHEN TABLE
FLOOR LAMP
KITCHEN CHAIR

SPORTS CAR
CITY BUS
PICK-UP TRUCK

CLASSICAL GUITAR
UPRIGHT PIANO
BASE DRUM

MACKINTOSH APPLE
CLING PEACH
GREEN SEEDLESS GRAPES

CLAW HAMMER
CROSS-CUTTING HAND SAW
REGULAR SCREWDRIVER

DOUBLE KNIT PANTS
ANKLE SOCKS
KNIT SHIRT

DINING-ROOM TABLE
DESK LAMP
LIVING ROOM CHAIR

FOUR-DOOR SEDAN CAR
CROSS-COUNTRY BUS
TRACTOR-TRAILER TRUCK

Table 8.5 Examples of attribute lists (based on Rosch ez al. 1976: appendix I)

tool clothing furniture

make things you wear it no attributes

fix things keeps you warm CHAIR

metal PANTS legs

SAW legs seat

handle buttons back

teeth belt loops arms

blade pockets comfortable

sharp cloth four legs

cuts two legs wood

edge LEVIS holds people — you sit on it
wooden handle blue KITCHEN CHAIR
CROSS-CUTTING DOUBLE-KNIT no additional

HAND SAW PANTS LIVING-ROOM CHAIR
used in construction comfortable large

HACK HAND SAW stretchy soft

no additional cushion

by basic-level categories, while just one or two more specific attributes
were added for subordinate categories. Hence, while subordinate categories
have slightly more attributes, the basic level is the most inclusive level at which
there is a cluster of shared attributes.
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Motor movements

In this experiment, Rosch ez al. set out to establish the most inclusive level at
which properties of human physical interaction with a category are found to
cluster. This experiment also revealed that basic level categories were the most
inclusive level at which members of categories share motor movements. To
demonstrate this, subjects were asked to describe the nature of their physical
interaction with the objects listed. It was found that while there are few motor
movements common to members of a superordinate category, there are several
specific motor movements listed for entities at the basic level, while entities at
the subordinate level make use of essentially the same motor movements. This
provides further evidence that the basic level is the most inclusive level, this
time with respect to common interactional experiences. This is illustrated in

Table 8.6.

Similarity of shapes

For this experiment, Rosch et al. sought to establish the most inclusive level of
categorisation at which shapes of objects in a given category are most similar. In
order to investigate this, the researchers collected around 100 images from
sources like magazines and books representing each object at each level in the
taxonomies listed in Table 8.4. The shapes were scaled to the same size and then
superimposed upon one another. Areas of overlap ratios were then measured,
which allowed the experimenters to determine the degree of similarity in shape.
While objects at the superordinate level are not very similar in terms of shape
(compare the outline shapes of car, bus and motorcycle, for example, as instances

Table 8.6 Motor movements for categories at three levels of inclusiveness (based on
Rosch et al. 1976: appendix II)

Movement for superordinate categories FURNITURE
Eyes: scan
Additional movements for basic-level CHAIR
categories Head: turn
Body: turn, move back
position
Knees: bend
Arm: extend-touch
Waist: bend
Butt: touch
Body-legs: release weight
Back-torso: straighten, lean back
Additional movements for subordinate LIVING-ROOM CHAIR
categories Body: sink
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of the category VEHICLE), and while objects at the subordinate level are extremely
similar, the basic level was shown to the most inclusive level at which object
shapes are similar. In other words, the basic level includes a much greater number
of instances of a category than the superordinate level (for example, DOG versus
COLLIE) that can be identified on the basis of shape similarity.

Identification based on averaged shapes

In a fourth experiment, Rosch and her team devised averaged shapes of partic-
ular objects. They did this by overlapping outlines of entities belonging to a par-
ticular category. For all points where the two outlines did not coincide, the
central point between the two lines was taken. Subjects were then shown the
shapes and provided with superordinate, basic-level and subordinate terms to
which they were asked to match the shapes. The success rate of matching shapes
with superordinate terms was no better than chance, while subjects proved to be
equally successful in matching averaged shapes with basic-level and subordinate
terms. For example, the superordinate category VEHICLE consisted of overlapped
shapes for car, bus and motorcycle, which are significantly different in shape and
therefore less recognisable. On the other hand, the basic-level category CAR, rep-
resented by overlapping shapes of different types of cars, did not involve signif-
icant differences in shape, and was easily identifiable. Again, although there is a
greater degree of similarity at the subordinate level, the basic level is more inclu-
sive. The absence of shape similarity at the superordinate level compared to the
evident shape similarity at the basic level goes some way towards explaining why
the basic level is the optimum categorisation level for the human categorisation
system, which is based, among other things, on perceptual similarity.

Cognitive economy versus level of detail

The major finding to emerge from Rosch’s research on basic-level categorisa-
tion is that this level of categorisation is the most important level for human
categorisation because it is the most inclusive and thus most informative level.
It is worth emphasising why this should be the case. After all, Rosch ez al.’s
findings seem to show that the subordinate level is at least as informative as the
basic level, if not more so, given that it provides more detailed information in
addition to the information represented at the basic level. Recall that, when
asked to list attributes of CAR and SPORTS CAR, subjects typically listed more
attributes for SPORTS CAR than for CAR. This is because the subordinate cate-
gory SPORTS CAR is likely to be identified with the same attributes as CAR, plus
some extra attributes specific to SPORTS CAR.

The reason why the basic level is the most salient level of categorisation relates
to the tension between similarity of members of a category and the principle of
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cognitive economy. While entities at the subordinate level are most alike (rocking
chairs have most in common with other rocking chairs), different categories at
the subordinate level are also very similar (rocking chairs are pretty similar to
kitchen chairs). At the basic level, on the other hand, while there are also simi-
larities within a particular category (all chairs are pretty similar to one another),
there are far fewer between-category similarities (a chair is not that similar to a
table). To illustrate this point, let’s compare and contrast the basic-level and sub-
ordinate level categories given in Table 8.7.

Crucially, for a category to achieve cognitive economy (to provide the great-
est amount of information at the lowest processing cost), it must share as many
common within-category attributes as possible, while maintaining the highest
possible level of between-category difference. In intuitive terms, it is easier to
spot the differences between a chair and a lamp than between a desk lamp and
afloor lamp. This demonstrates why the basic level of categorisation is ‘special’:
it is the level which best reconciles the conflicting demands of cognitive
economy. Therefore the basic level is the most informative level of categorisa-
tion.

This notion of cognitive economy has been described in terms of cue valid-
ity. According to Rosch (1977: 29) ‘cue validity is a probabilistic concept’
which predicts that a particular cue — or attribute — becomes more valid or rel-
evant to a given category the more frequently it is associated with members of
that category. Conversely, a particular attribute becomes less valid or relevant
to a category the more frequently it is associated with members of other cate-
gories. Thus ‘is used for sitting on’ has ‘high cue validity’ for the category
CHAIR, but ‘is found